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Available at: http://www.pmf.ni.ac.rs/filomat

Self-inversive polynomials and quasi-orthogonality on the unit circle

Kiran Kumar Beheraa

aSchool of Mathematical Sciences, NISER Bhubaneswar, India

Abstract. In this paper we study quasi-orthogonality on the unit circle based on the structural and or-
thogonal properties of a class of self-invariant polynomials. We discuss a special case in which these
polynomials are represented in terms of the reversed Szegő polynomials of consecutive degrees and illus-
trate the results using contiguous relations of hypergeometric functions. This work is motivated partly
by the fact that recently cases have been made to establish para-orthogonal polynomials as the unit circle
analogues of quasi-orthogonal polynomials on the real line so far as spectral properties are concerned.
We show that structure wise too there is great analogy when self-inversive polynomials are used to study
quasi-orthogonality on the unit circle.

1. Introduction

The concept of quasi-orthogonality of polynomials was introduced by Riesz and later studied, among
others, by Fejèr, Shohat and Chihara in relation to moment problems and associated quadrature formulae.
If {Pn(x)}∞n=0 is a sequence of polynomials orthogonal with respect to a positive weight function w(x) on the
real line R, then a necessary and sufficient condition [7] for a polynomial Qn(x) to be quasi-orthogonal of
order r with respect to w(x) is

Qn(x) = cn,0Pn(x) + cn,1Pn−1(x) + · · · + cn,rPn−r(x), n ≥ r, (1)

where cn,i ∈ R and cn,0cn,r , 0. The relation (1) justifies the name quasi-orthogonality: Qn(x) is orthogonal
to every polynomial of degree not exceeding n − r with respect to w(x). This can be equivalently stated as∫ b

a
xkQn(x)w(x)dx =

0 if k = 0, · · · ,n − r − 1,
hn , 0 if k = n − r,

(2)

where we have the standard orthogonality onR for r = 0. We refer to [7, 11, 19, 20, 23, 27, 29] and references
therein for this classical theory and its applications.

There have been attempts to generalize the concept of quasi-orthogonality from R to the unit circle ∂D
via the relations (1) and (2). However, it was proved that if {Pn(z)} is a sequence of polynomials orthogonal
on the unit circle, also called Szegő polynomials [30, 33], then the necessary and sufficient condition [28,
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Theorem 1] (see also [1, 5]) for the polynomial Qn(z) given by (1) to be orthogonal with respect to a non-
trivial positive measure on the unit circle is that Qn(z) belongs to the class of Bernstein-Szegő polynomials.
Hence, a new concept of quasi-orthogonality is defined in [1] which is dependent on the structure of the
Szegő polynomials and related semi-classical forms are discussed.

The Szegő polynomials find many applications in areas like approximation on the complex plane C,
prediction theory and signal processing [15, 18, 22, 24? ]. However, they suffer from the major drawback
that their zeros lie outside the support of the measure and hence cannot be used in interpolation processes
on the unit circle. This was overcome by introducing para-orthogonal polynomials which are self-invariant
polynomials with symmetric orthogonality conditions. The polynomialPn(z) is a self-invariant polynomial
if and only if it satisfies P∗n(z) = τnPn(z), where τn ∈ ∂D and P∗n(z) = zn

Pn(1/z̄). This invariance property
leads to the symmetry that Pn(z) is orthogonal to the monomial zk if and only if Pn(z) is orthogonal to the
monomial zn−k for k = 0, · · · ,n. Hence, if one defines the spaces

Λn,2l+1 = span{zk : k = l + 1, · · · ,n − l − 1}, 0 ≤ l ≤
⌊n

2

⌋
− 1,

then the invariant polynomials lying in Λ⊥n,1 (l = 0) are precisely the para-orthogonal polynomials. These
are introduced in [25] to study quadrature formula on the unit circle and in the solution of the trigonometric
moment problem. They are also used to adapt many spectral properties developed on the real line to the
unit circle [6, 9, 21]

In view of this, cases have been made, see for instance [8], to establish para-orthogonal polynomials
as the counterpart of quasi-orthogonal polynomials on R so far as spectral properties are concerned.
In particular, the classical concept of para-orthogonality is generalized [8] to the concept of quasi para-
orthogonal polynomials of order 2l+ 1, which is precisely the set of invariant polynomials of degree n lying
in the space Λ⊥n,2l+1. The prefix quasi refers to the fact that for fixed degree n, these polynomials satisfy
fewer (symmetric) orthogonality conditions.

Motivated by the recent assertions [8] that invariance of polynomials should have a role in the unit circle
analogue of quasi-orthogonality onR, we study quasi-orthogonality on ∂D based on the structure of a class
of self-invariant polynomials. Such polynomials satisfy a three term recurrence relation of the form

R̃n+1(z) = (β̄nz + βn)R̃n(z) − zR̃n−1(z), n ≥ 0, (3)

and are introduced by Delsarte and Genin [13–17] in order to solve certain problems in digital signal
processing. Hence, we will refer to this class as the DG class of invariant polynomials. This class is also
used to characterize a family of non-trivial measures on the unit circle along with the corresponding families
of para-orthogonal polynomials and the Szegő polynomials [10, 12]. Orthogonality of quasi-orthogonal
polynomials on the real line is recently studied [4]. In a way, the following results may be viewed as
exploring the quasi-orthogonality properties, of order one, of para-orthogonal polynomials. The key to our
study is the following representation

(z − 1)Pn(z) = φ∗n+1(z) + cn+1φ
∗

n(z), n ≥ 1, (4)

that we obtain for any polynomial Pn(z) inDG class, where φ∗n(z) is the monic reversed Szegő polynomial
of degree n. We present an overview of the primary results that are obtained in this context. We show that
given any complex parameter ζ lying on the unit circle, one can begin with the polynomials Bn(z), n ≥ 0,
such that

• Bn(z), n ≥ 0, satisfies a three term recurrence relation with appropriately chosen parameters.

• The polynomials {Pn(z)}∞n=0 defined by

P
(ζ)
0 (z) := 1, P(ζ)

n (z) =
1

z − ζ
(Bn+1(z) + ωn+1(ζ)Bn(z)) , n ≥ 1, (5)

for some ωn(ζ) ∈ C belong to theDG class of invariant polynomials.



K. K. Behera / Filomat 37:21 (2023), 7287–7302 7289

The polynomials Pn(z) given by (4) are obtained from P(ζ)
n (z) for ζ = 1 and have been studied as a class

of para-orthogonal polynomials. Our use of DG class serves two purposes. First, the representation (4)
is similar to (1) for r = 1 and hence Pn(z) is at least structurally similar to a quasi-orthogonal polynomial
of order 1 on the real line. Second, we show that P(ζ)

n (z), n ≥ 1, satisfy a three term recurrence relation, a
result that is known for a quasi-orthogonal polynomial of order 1 on the real line [11, 20]. In addition, we
prove that if Pn(z) is quasi-orthogonal with respect to the functional v and satisfy symmetric orthogonality
conditions with respect to the functional u, then

v = [z−1
U(z) + zŪ(z−1)]u, U(z) =

1
2

(cs−1zs + · · · + c1z2 + c0z + c̄1), (6)

where cs−1 , 0, that isU(z) is a polynomial of exact degree s.
The manuscript is organized as follows. In Section 2, we obtain preliminary structural relations that

lead to the proof of (5). In particular, we give an algorithm to generate the sequence ωn(ζ), n ≥ 2, with a
special choice of expression for ω1(ζ). In Section 3, we identify that the class of reversed Szegő polynomials
can be used as Bn(z) in the representation (5). We prove a Szegő type relation that any polynomial in the
DG class satisfies. We state our definition of quasi-orthogonality on ∂D in Section 4 and use this to obtain
the characterization (6). We conclude with Section 5 in which we illustrate the theory presented in the paper
using contiguous hypergeometric relations.

2. Structural Relations

Let {Bn(z)}∞n=0 be a sequence of polynomials given by the three term recurrence relation

Bn+1(z) = (z + σn+1)Bn(z) − λn+1zBn−1(z), n ≥ 0, (7)

with B−1(z) = 0 and B0(z) = 1. Even though λ1 does not affect (7), we fix λ1 ∈ C \ {0} and consider the
complex parameters σn and λn, n ≥ 1. A characterization of such polynomials is that if σn , 0 and λn+1 , 0,
n ≥ 1, then there exists [10, 12] a quasi-definite moment functional M defined on the space of Laurent
polynomials such that

M[z−k
· Bn(z)] = δn,k

λ2 · · ·λn+1

σ2 · · · σn+1
, k = 0, 1, · · · ,n, n ≥ 1.

Further, with specific choices for σn and λn+1, the recurrence relation (7) can be transformed into the form
(3) satisfied by Bn(z) after a scaling.

Let ζ ∈ C \ {0} be fixed and z ∈ C \ {ζ}. We consider the polynomial sequence {Q(ζ)
n (z)}∞n=0 defined by

Q
(ζ)
0 (z) := 1, Q(ζ)

n (z) := Bn(z) + ωn(ζ)Bn−1(z), n ≥ 1, (8)

where {ωn(ζ)}∞n=1 is a sequence of complex numbers depending on ζ.
The next result is partly motivated by [20], precisely the fact that quasi-orthogonal polynomials on R

satisfy a three term recurrence relation with polynomial coefficients.

Lemma 2.1. Suppose ωn(ζ), n ≥ 2, is defined recursively as

ωn(ζ) = −σn − ζ

(
1 +

λn

ωn−1(ζ)

)
n ≥ 2, (9)

where ω1(ζ) is arbitrary. Then {Q(ζ)
n+1(z)}∞n=2 satisfy a three term recurrence relation with initial conditions defined for

Q
(ζ)
1 (z) and Q(ζ)

2 (z).



K. K. Behera / Filomat 37:21 (2023), 7287–7302 7290

Proof. For n ≥ 1, consider the system
0 0 0 ωn+1(ζ) 1
0 0 ωn(ζ) 1 0
−1 ωn−1(ζ) 1 0 0
0 0 −λn+1z z + σn+1 −1
0 −λnz z + σn −1 0



Q

(ζ)
n−1(z)
Bn−2(z)
Bn−1(z)
Bn(z)
Bn+1(z)

 =

Q

(ζ)
n+1(z)
Q

(ζ)
n (z)
0
0
0

 . (10)

Solving for the first variable Q(ζ)
n−1(z), we obtain

(unz + vn)Q(ζ)
n+1(z) = (unz2 + snz − tn)Q(ζ)

n (z) − λn(un+1z + vn+1)zQ(ζ)
n−1(z), (11)

for n ≥ 1, with Q(ζ)
0 (z) = 1, Q(ζ)

1 (z) = z + σ1 + ω1(ζ). The parameters involved in (11) are given by

un := un(ζ) = ωn−1(ζ) + λn, sn := sn(ζ) = ω−1
n (ζ)unvn+1 + vn − ωn−1(ζ)un+1,

vn := vn(ζ) = ωn−1(ζ)(ωn(ζ) + σn), tn := tn(ζ) = ω−1
n (ζ)ωn−1(ζ)σnvn+1.

However, with ωn(ζ) defined as in (9), it can be seen that unζ + vn = 0, n ≥ 2, which also yields that z − ζ
is a factor of unz2 + snz − tn. Hence cancelling the common factor z − ζ from (11) (which is possible since
z ∈ C \ {ζ}), we obtain the simplified form

Q
(ζ)
n+1(z) =

(
z +

un+1σnωn−1(ζ)
unωn(ζ)

)
Q

(ζ)
n (z) −

un+1

un
λnzQ(ζ)

n−1(z), n ≥ 2, (12)

with the initial conditions

Q
(ζ)
1 (z) = z + σ1 + ω1(ζ) and Q

(ζ)
2 (z) = (z + σ2 + ω2(ζ))(z + σ1) − λ2z, (13)

found by direct computations from (8).

We emphasize that the parameters appearing in (11) depend on the way ωn(ζ) is defined for n ≥ 2. Let
us now choose ω1(ζ) = −(σ1 + ζ). With this initial choice ωn(ζ), n ≥ 2, can be uniquely generated from
(9). Further, Q(ζ)

1 (z) = z − ζ and Q(ζ)
2 (z) vanishes at z = ζ. Writing Q(ζ)

2 (z) = (z − ζ)(z + y), we find that
y = σ1 + σ2 + λ2 + ω2(ζ) − ζ and −ζy = σ1(σ2 + ω2(ζ)). Thus we have

Q
(ζ)
2 (z) = (z − ζ)

(
z −

σ1(σ2 + ω2(ζ))
ζ

)
.

We now show that Q(ζ)
i (z), i = 0, 1, 2, also satisfy a three term recurrence relation but different from (12).

There are various ways to do this. We choose ω0(ζ) = −λ1 so that u1 = 0 and then divide (11) by v1 = λ1ζ.
Or, with y1, y2, y3 to be determined, we write

Q
(ζ)
2 (z) = y1(z + y2)Q(ζ)

1 (z) − y3z(z − ζ)Q(ζ)
0 (z).

Canceling the factor z − ζ, we find y1 − y3 = 1 and y1y2 = −σ1(σ2 + ω2(ζ))ζ−1. We put y1 = π2 ∈ C \ {0} so
that y3 = π2 − 1 and y2 = −σ1(σ2 + ω2(ζ))ζ−1x−1

2 . With this we have

Q
(ζ)
2 (z) = π2

(
z −

σ1(σ2 + ω(ζ))
π2ζ

)
Q

(ζ)
1 (z) − (π2 − 1)z(z − ζ)Q(ζ)

0 (z).

Remark 2.2. Since Q(ζ)
1 (z) = Q(ζ)

2 (z) = 0 at z = ζ, from (12) we find that Q(ζ)
n (z) = 0 at the excluded point z = ζ for

n ≥ 1. This construction depends on the unique choice of ω1(ζ) which makes both Q(ζ)
1 (z) and Q(ζ)

2 (z) vanish at z = ζ.
We would like to add that such mixed recurrence relations were also obtained for Q(ζ)

n (z) in [3], though for ζ = 1.
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This motivates us to define a new polynomial sequence {P(ζ)
n (z)}∞n=0, where

P
(ζ)
n (z) =

Q
(ζ)
n+1(z)

z − ζ
=
Bn+1(z) + ωn+1(ζ)Bn(z)

z − ζ
, n ≥ 0,

so that P(ζ)
0 (z) = 1 and P(ζ)

1 (z) = z − σ1(σ2 + ω2(ζ))ζ−1. Then, (12) gives

P
(ζ)
n+1(z) =

(
z +

un+2σn+1ωn(ζ)
un+1ωn+1(ζ)

)
P

(ζ)
n (z) − λn+1

un+2

un+1
zP(ζ)

n−1(z), n ≥ 1, (14)

with the initial conditions as mentioned above. The form (14) is more convenient to work with since it
removes the ambiguity associated with the recurrence relation involving Q(ζ)

i (z), i = 0, 1, 2, as observed
above.

The next result is crucial in the sense that it helps us introduce invariant polynomials into our analysis.
However, as is the case, we need to impose conditions on the parameters {σn} and {λn} appearing in (7). We
do so by first choosing σn such that |σ1 · · · σk| > 1 for k ≥ 1. Thereafter, we choose λn such that

λn+1

σn
= 1 −

∣∣∣∣∣ ζ
σ1 · · · σn

∣∣∣∣∣2 , n ≥ 1.

We also restrict ζ ∈ C such that |ζ| = 1.

Theorem 2.3. Define the sequences {τ̂n(ζ)}∞n=0 and {α̂n−1}
∞

n=1 where τ0(ζ) = 1,

τ̂n(ζ) =
un+1

ωn(ζ)
σ1 · · · σn and α̂n−1 = −

un+1

τ̂n(ζ)ωn(ζ)
, n ≥ 1. (15)

Then the polynomials P(ζ)
n (z), n ≥ 1, satisfy a three term recurrence relation of the form

P
(ζ)
n+1(z) = (z + bn+1(ζ))P(ζ)

n (z) − an+1(ζ)zP(ζ)
n−1(z), n ≥ 1, (16)

with P(ζ)
0 (z) = 1, P(ζ)

1 (z) = z + b1(ζ) and where

bn(ζ) =
τ̂n(ζ)
τ̂n−1(ζ)

and an+1(ζ) = [1 + τ̂n(ζ)α̂n−1][1 − ζτ̂n(ζ)α̂n]ζ, n ≥ 1.

Proof. With the expression for un+1 obtained in Lemma 2.1, we can also write

τ̂n(ζ) = −
ωn+1(ζ) + σn+1

ζ
σ1 · · · σn and α̂n−1 = −

1
σ1 · · · σn

, n ≥ 1.

This gives λn+1 = σn(1 − |α̂n−1|
2), n ≥ 1. Further, from (15)

τ̂n(ζ)α̂n−1 = −
un+1

ωn(ζ)
=⇒ 1 + τ̂n(ζ)α̂n−1 = 1 −

ωn(ζ) + λn+1

ωn(ζ)
= −

λn+1

ωn(ζ)
,

while with similar computations

1 − ζτ̂n−1(ζ)α̂n−1 = 1 +
ζ
σn

(
1 +

λn

ωn−1(ζ)

)
= −

ωn(ζ)
σn

Thus, we arrive at

[1 + τ̂n(ζ)α̂n−1][1 − ζτ̂n−1(ζ)α̂n−1] =
λn+1

σn
= 1 − |α̂n−1|

2, n ≥ 1,
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which can be simplified to give the relation

τ̂n+1(ζ) =
ζτ̂n(ζ) − ¯̂αn

1 − ζτ̂n(ζ)α̂n
, n ≥ 0, with τ̂0(ζ) = 1. (17)

Since |ζ| = 1 and |α̂n| < 1, we have |τ̂n| = 1 for n ≥ 0. The following relation

[1 + τ̂n(ζ)α̂n−1][1 − ζτ̂n(ζ)α̂n] =
λn+1

σn+1

ωn+1(ζ)
ωn(ζ)

, n ≥ 1, (18)

can also be easily derived, on either side of which we multiply

τ̂n+1(ζ)
τ̂n(ζ)

=
ωn(ζ)
ωn+1(ζ)

un+2

un+1
σn+1, n ≥ 1.

The right hand side of (18) is λn+1un+2
un+1

. Further, from (17), we have

τ̂n+1(ζ)
τ̂n(ζ)

[1 − ζτ̂n(ζ)α̂n] = [1 − ζτ̂n(ζ)α̂n]ζ,

which used in the left hand side of (18) gives

λn+1un+2

un+1
= [1 + τ̂n(ζ)α̂n−1][1 − ζτ̂n(ζ)α̂n], n ≥ 1.

The proof is complete by comparing the above expressions with (14).

That P(ζ)
n (z) is self-inversive and satisfies τ̂nP

(ζ)∗
n (z) = P(ζ)

n (z) can be seen by inverting the relation (16) and
using (17). Further, the recurrence relation (16) appears in the theory of para-orthogonal polynomials that
are obtained from the Christoffel-Darboux (CD) kernels Kn(w; z) for |w| = 1 and is satisfied by the monic
form of Kn(w; z) [9, 12]. We refer the reader to [31] for a recent survey of applications of the CD kernels in
the spectral theory of orthogonal polynomials.

3. A special case: the reversed Szegő polynomials

Our goal in this section is to identify a class of polynomials that satisfies the recurrence relation (7) along
with the conditions that we have imposed on σn and λn+1, n ≥ 1. To begin with, we are concerned only
with the recurrence relation (16) and not how we arrived at it. Then, we use the theory that associates with
(16), a non trivial measure on the unit circle and the corresponding orthogonal polynomials.

Restricting the value of ζ to be 1, a key role is played by the scaled polynomials

Rn(z) =

∏n−1
j=0 [1 − τ̂ jα̂ j]∏n−1

j=0 [1 − Re(τ̂ jα̂ j)]
P

(1)
n (z), τ̂n := τ̂n(1), n ≥ 1,

which, among other things, relates to a continued fraction transformation observed by Wall [34, Section 78]
leading to the recurrence relation

Rn+1(z) = [(1 + icn+1)z + (1 − icn+1)]Rn(z) − 4dn+1zRn−1(z), n ≥ 1, (19)

with R0(z) = 1 and R1(z) = (1 + ic1)z + (1 − ic1). Here {cn}
∞

n=1 and {dn+1}
∞

n=1 are real sequences expressed in
terms of τ̂n and α̂n−1. In addition, when dn := (1−mn−1)mn, n ≥ 1 (dn in such a case is called a chain sequence
with mn, n ≥ 0, the minimal parameters if m0 = 0), a Favard type theorem is also established [10, Theorem
4.1] for (19) which proves the existence of a non-trivial probability measure µ̂ on the unit circle such that∫

∂D
z−n+kRn(z)(1 − z)dµ̂(z) = 0, k = 0, 1, · · · ,n − 1, n ≥ 1.



K. K. Behera / Filomat 37:21 (2023), 7287–7302 7293

Further, the polynomials Ŝn(z) defined by

Ŝ0(z) = 1, Ŝn(z) =
Rn(z) − 2(1 −mn)Rn−1(z)∏n

k=1(1 + ick)
, n ≥ 1, (20)

are the monic orthogonal polynomials on the unit circle with respect to the measure µ̂ [10, Theorem 5.2],
where the associated Verblunsky coefficients are given by

−Ŝn(0) =
1 − 2mn − icn

1 + icn

n∏
k=1

1 + ick

1 − ick
n ≥ 1.

Lemma 3.1 ([12]). Let us choose the real sequence {cn}
∞

n=1 and the positive chain sequence {dn}
∞

n=1 having the minimal
parameter sequence {mn}

∞

n=0 where

ck =
−Im(τ̂k−1α̂k−1)

1 − Re(τ̂k−1α̂k−1)
and m0 = 0, mk =

1
2
|1 − τ̂k−1α̂k−1|

2

1 − Re(τ̂k−1α̂k−1)
, k ≥ 1,

where {τ̂k} and {α̂k−1} are as defined in (15). Then, α̂n−1 = −Ŝn(0), n ≥ 1.

Proof. We observe that with our choice for σn, |α̂n−1| < 1, n ≥ 1, and hence {α̂n−1}
∞

n=1 is eligible to constitute
a sequence of Verblunsky coefficients [30, Theorem 3.1.3]. The rest of the proof follows from simple
computations using (17) for ζ = 1.

With τ̂n =
∏n

j=1
1−ic j

1+ic j
, the following relation

P
(1)
n (z) =

1
z − 1

(zŜn(z) − τ̂nŜ∗n(z)), n ≥ 1, (21)

can also be derived from Ŝn(z) and Ŝ∗n(z) given by (20), using which it can be shown that P(1)
n (z) satisfies the

orthogonality relations

∫
∂D

z−n+k
P

(1)
n (z)(1 − z)dµ̂(z) =


η̃n , 0, k = −1,
0, 0 ≤ k ≤ n − 1,
η̂n , 0, k = n,

(22)

for any n ≥ 1. Moreover, that P(1)∗
n (z) = ¯̂τnP

(1)
n (z), n ≥ 1, can also be verified from (21).

Remark 3.2. The essence of the above discussion is that starting with any polynomial sequence Bn(z), n ≥ 0,
satisfying (7) with σn and λn appropriately chosen, we are able to arrive at the recurrence relation (16) satisfied by
monic CD kernels associated with orthogonal polynomials on the unit circle. Thus, with P(1)

0 (z) = 1, we have on one
hand

P
(1)
n (z) =

1
z − 1

(Bn+1(z) + ωn+1Bn(z)) , ωn := ωn(1), n ≥ 1,

while on the other

P
(1)
n (z) =

1
z − 1

(zŜn(z) − τ̂nŜ∗n(z)), n ≥ 1.

We note that the crucial link is the expression (15) of the parameters τ̂n and α̂n−1 in terms of σn, λn+1 and ωn, n ≥ 1.
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In view of Remark 3.2, the special class of polynomials that we will use are the reversed Szegő polynomials.
For any sequence {Sn(z)}∞n=0 of polynomials orthogonal on the unit circle with respect to the non-trivial
positive measure µ, consider the Szegő recurrences

Sn(z) = zSn−1(z) − ᾱn−1S∗n−1(z),

Sn(z) = (1 − |αn−1|
2)zSn−1(z) − ᾱn−1S∗n(z), n ≥ 1.

(23)

It can be shown that the sequence of polynomials {S∗n(z)}∞n=0 satisfies the recurrence relation (normalized to
monic form)

S∗n+1(z)

−αn
=

(
z +

αn−1

αn

) S∗n(z)
−αn−1

−
αn−2

αn−1
(1 − |αn−1|

2)z
S∗n−1(z)

−αn−2
, n ≥ 1,

with S∗0(z) = 1 and
S∗1(z)
−α0
= z − 1

α0
. Comparing with (7), we obtain B0(z) = S∗0(z) = 1,

Bn(z) =
S∗n(z)
−αn−1

, σn+1 =
αn−1

αn
and λn+1 =

αn−2

αn−1
(1 − |αn−1|

2), n ≥ 1,

with |σ1 · · · σk| = |
1
αk−1
| > 1 and λk+1 = σk(1 − 1

|σ1···σk |
2 ), k ≥ 1. Hence, we have the following expression

P
(1)
n (z) =

1
z − 1

(
S∗n+1(z)

−αn
+ ωn+1

S∗n(z)
−αn−1

,

)
n ≥ 1. (24)

which was the crux of Section 2. Further, from the orthogonality relations for S∗n(z) with respect to µ, it
follows that∫

∂D
z−n+k

P
(1)
n (z)dµ(z) = 0, k = 0, 1 · · · ,n − 1, n ≥ 1. (25)

The relation (25) may be compared with (22), something that we will generalize in Section 4. Moreover, in
Section 5 we will illustrate the case when α̂n−1 given by (15) is used to generate the Szegő polynomials via
the recurrences (23). This will explain why the class of reversed Szegő polynomials is special. Before that,
we present a kind of Szegő relation for the polynomials P(1)

n (z), n ≥ 0.

Lemma 3.3. Consider the polynomial sequence {P̂n(z)}∞n=0 where

P̂0(z) = 1, τ̂n+1P̂n(z) = P(1)
n+1(z) − zP(1)

n (z),n ≥ 1.

Then the following relation

P
(1)
n (z) = (1 + τ̂nα̂n−1)(1 − τ̂nα̂n)zP(1)

n−1(z) + τ̂nP̂n(z), n ≥ 1, (26)

holds.

Proof. From (17) for ζ = 1, (21) and the Szegő relations (23) satisfied by Ŝn(z) we obtain

P
(1)
n (z) =

1
z − 1

Ŝn+1(z) − τ̂n+1Ŝ∗n+1(z)

1 + τ̂n+1α̂n
, n ≥ 0. (27)

This gives z(1 + τ̂nα̂n−1)P(1)
n−1(z) = P(1)

n (z) − τ̂nŜ∗n(z), which upon multiplication of the factor (1 − τ̂nα̂n) either
side leads to

P
(1)
n (z) = z(1 + τ̂nα̂n−1)(1 − τ̂nα̂n)P(1)

n−1(z) + τ̂n[α̂nP
(1)
n (z) + (1 − τ̂nα̂n)Ŝ∗n(z)]
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We show that the last term above is τ̂nP̂n(z). For this, we note that P̂n(z) has an alternative expression from
the relation

P
(1)
n+1(z) − zP(1)

n (z) = τ̂n+1[zα̂nP
(1)
n (z) + Ŝ∗n+1(z)],

where equality follows from (21). The claim is that the relation (z − 1)α̂nP
(1)
n (z) = (1 − τ̂nα̂n)Ŝ∗n(z) − Ŝ∗n+1(z)

holds. That this is true is seen from the fact that

(z − 1)Pn(z) = zSn(z) − τnS∗n(z) = Sn+1(z) − τn+1(1 − τnαn)S∗n(z),

in which we eliminate Sn+1(z) with its expression obtained from (27).

We conclude this section with the observation that whileP(1)
n (0) = τ̂n, n ≥ 1, as can be seen from (21) or (27),

τ̂n+1P̂n(0) = P(1)
n+1(0) = τ̂n+1 which implies P̂n(0) = 1, n ≥ 1.

4. Quasi-orthogonality on the unit circle

Motivated by the representation (24) that expressesP(1)
n (z), n ≥ 1, as a linear combination of the reversed

Szegő polynomials, we present the following definition of quasi-orthogonality on the unit circle.

Definition 4.1. Let v be a Hermitian linear functional defined on the space of Laurent polynomials and s ∈ N. Let
{ψn(z)}∞n=0 be a sequence of monic polynomials. We say that ψn(z) is quasi-orthogonal of order s with respect to v if

(i) v[z−n+k
· ψn(z)] = 0, for k = s − 1, s, · · · ,n − s and for every n ≥ 2s − 1.

(ii) There exists n0 ≥ 2s − 2 such that v[z−s+1
· ψn0 (z)] , 0.

We emphasize the fact that invariant polynomials in theDG class are not orthogonal to constants (see (22))
plays a fundamental role in Definition 4.1. To see that P(1)

n (z), n ≥ 1, satisfies our definition, suppose the
moment functional v is given by the integral representation

v[z−n+k
· ψn(z)] = c

∫
∂D

z−n+kψn(z)(z − 1)dµ(z), c ∈ R \ {0}.

From (25), the monic polynomials P(1)
n (z), n ≥ 0, satisfy part (i) of Definition 4.1 for s = 1. Further, inverting

the relation (24), we have

¯̂τn

∫
∂D
P

(1)
n (z)(z − 1)dµ(z) =

1
−ᾱn

∫
∂D

Sn+1(z)dµ(z) +
ω̄n+1

−ᾱn−1

∫
∂D

zSn(z)dµ(z),

which, upon using the Szegő relations (23) for the last term above gives∫
∂D
P

(1)
n (z)(z − 1)dµ(z) = −

τnω̄n+1

c
ᾱn

ᾱn−1
||Sn(z)||2 , 0.

Hence, the sequence {P(1)
n (z)} given by (24) is quasi-orthogonal of order s = 1 with respect to v (where we

have put n0 = n).
Let u ∈ H(DG), the class of moment functionals given by the integral representation

u[z−n+k
· ψn(z)] =

∫
∂D

z−n+kψn(z)(1 − z)dξ(z) =


h̃n , 0, k = −1,
0, 0 ≤ k ≤ n − 1,
ĥn , 0, k = n.

(28)

The sequence of monic polynomials {ψn(z)}∞n=0 satisfying (28) is said to be associated with u if ξ(z) is a
non-trivial positive measure on ∂D. Assuming ψn(z), n ≥ 0, is quasi-orthogonal with respect to v, our goal
in the remainder of this section is to characterize v in terms of u ∈ H(DG).
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We begin with the following orthogonality properties. If P(1)
n (z), n ≥ 1, is quasi-orthogonal with respect

to v, then from Lemma 3.3 we have v[z−n+k
· P̂n(z)] = 0 for k = s− 2, · · · ,n− s− 1. Further, u[z−n+k

· P̂n(z)] = 0
for k = −1, 0, · · · ,n − 2. Hence, from (26) it follows that

u[z−n−1
· P

(1)
n (z)] =

n∏
j=1

(1 + τ̂ jα̂ j−1)(1 − τ̂ jα̂ j), n ≥ 1. (29)

Remark 4.2. We invert the relation (26) to obtain

P
(1)
n (z) = (1 + τ̂nα̂n−1)(1 − τ̂nα̂n)

τ̂n

τ̂n−1
P

(1)
n−1(z) + P̂∗n(z), n ≥ 1.

Since v is Hermitian

v[z−s+1
· P̂
∗

n(z)] = v[z−s+1
· zn
P̂n(z−1)] = v[z−n+s−1 · P̂n(z)] = 0,

which, from Lemma 3.3, leads to the following relation

v[z−s+1
· P

(1)
n (z)] =

n∏
j=2s−1

(1 + τ̂ jα̂ j−1)(1 − τ̂ jα̂ j)
τ̂n

τ̂2s−2
v[z−s+1

· P
(1)
2s−2(z)],

for n ≥ 2s − 1. If in Definition 4.1 we assume n0 = 2s − 2, then the above relation implies

v[z−s+1
· P

(1)
n0

(z)] , 0⇐⇒ v[z−s+1
· P

(1)
n (z)] , 0, ∀n ≥ 2s − 1.

It may be noted that this notion is referred to as strict quasi-orthogonality of order s in [1, Definition 2.3].

Consider a polynomialU(z) = ĉ(n)
0 + ĉ(n)

1 z+ · · ·+ ĉ(n)
s zs with ĉ(n)

s , 0. LetU∗(z−1) be obtained fromU(z) by
replacing z with z−1 and (for notational purposes) ĉ(n)

j with ĉ(n)
− j . Here, the superscript (n) signifies that the

coefficients are associated with a polynomial of degree n. Consider the following representation

v[z−n+k
· P

(1)
n (z)] = [z−1

U(z) + zU∗(z−1)]u[z−n+k
· P

(1)
n (z)]

=

∫
∂D

z−n+k
P

(1)
n (z)[z−1

U(z) + zU∗(z−1)](1 − z)dµ̂(z).
(30)

Then, using the orthogonality properties (28) we have

v[z−n+k
· P

(1)
n (z)] = u[z−n+k−1

U(z) · P(1)
n (z)] + u[z−n+k+1

U∗(z−1) · P(1)
n (z)] = 0,

for k = s − 1, s, · · · ,n − s and v[z−s+1
· P

(1)
2s−2(z)] , 0. Hence, P(1)

n (z), n ≥ 1, is quasi-orthogonal of order s with
respect to v. The following puts this in a formal setting.

Theorem 4.3. Let u ∈ H(DG) and {P(1)
n (z)}∞0 be the sequence of polynomials associated with u. Then, {P(1)

n (z)}∞0 is
quasi-orthogonal of order s with respect to v if and only if

v =

j=s−1∑
j=−s+1

c(n)
j z ju, (31)

where c(n)
j are complex scalars.
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Proof. The necessity for existence of the scalars c(n)
j is proved in the discussion preceding Theorem 4.3 and

follows from the fact that [z−1
U(z) + zU∗(z−1)] can in fact be written in the required form (31). Hence, in

order to prove the sufficient part, define the linear functional

w = v −

s−1∑
j=−s+1

c(n)
j z ju, c(n)

j ∈ C.

Since P(1)
n (z) is quasi-orthogonal with respect to v and satisfies the orthogonality conditions (28), it follows

that

w[z−n+k
· P

(1)
n (z)] = 0, k = s − 1, s, · · · ,n − s,

and for every n ≥ 2s− 1. We now prove that w[z−n+k
· P

(1)
n (z)] = 0, separately, for the values k = n− s+ 1,n−

s + 2, · · · ,n and k = 0, 1, · · · , s − 2. The first case holds if

v[z−n+k
· P

(1)
n (z)] =

s−1∑
j=−s+1

c(n)
j u[z

−n+k+ j
· P

(1)
n (z)], k = n − s + 1, · · · ,n,

which has a unique solution for c(n)
0 , · · · , c

(n)
s−1 since u[ψn(z) · 1] , 0. Similarly, the second case holds since

c(n)
−s+1, c

(n)
−s+2, · · · , c

(n)
−1 are uniquely determined owing to the fact that u[z−n−1

·P
(1)
n (z)] , 0. Thus, we have shown

that w[z−n+k
· P

(1)
n (z)] = 0 for k = 0, 1, · · · ,n and for every n ≥ 2s − 1. Hence, arguing as in [1, Proposition

2.6], we obtain w ≡ 0 which implies v =
∑s−1

j=−s+1 c(n)
j z ju.

The next result provides the characterization between v and u ∈ H(DG).

Theorem 4.4. With the conditions of Theorem (4.3), {P(1)
n (z)} is quasi-orthogonal of order s with respect to v if and

only if there exists an unique polynomialU(z) such that

v = [z−1
U(z) + zŪ(z−1)]u, (32)

where degU(z) = s and Ū(z−1) is obtained fromU(z) by replacing z with z−1 and c j with c̄ j, j = 0, 1, · · · , s − 1.

Proof. Since by Theorem 4.3 the representation (31) holds, the existence part of the proof follows if we show
that the functional

∑s−1
j=−s+1 c(n)

j z ju is independent of n and c̄− j = c j for j = 0, 1, · · · , s − 1. We show that the

coefficients are independent of n by proving that c(n)
j = c(n−1)

j for j = −s + 1, · · · , s − 1.

Using the orthogonality of P̂n(z), we operate the functional v on (26) to get

v[z−n+s−2
· P

(1)
n (z)] = (1 + τ̂nα̂n−1)(1 − τ̂nα̂n)v[z−n+s−1

· P
(1)
n (z)]. (33)

On the other hand, from the system of equations involving c(n)
− j , j = s − 1, · · · , 1, obtained in the proof of

Theorem 4.3, we have

v[z−n+s−2
· P

(1)
n (z)] = c(n)

−s+1u[z
−n−1
· P

(1)
n (z)].

which used with (33) sets up an iteration leading to

c(n)
−s+1u[z

−n−1
· P

(1)
n (z)] = (1 + τ̂nα̂n−1)(1 − τ̂nα̂n)

n−1∏
j=1

(1 + τ̂ jα̂ j−1)(1 − τ̂ jα̂ j)c
(n−1)
−s+1 .
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That c(n)
−s+1 = c(n−1)

−s+1 immediately follows from (29). We now assume c(n)
j = c(n−1)

j for j = −s+1, · · · , t−1, where
t = −s + 1,−s + 2, · · · ,−1. We have

v[z−n−t−1
· P

(1)
n (z)] =

t∑
j=−s+1

c(n)
j u[z

−n−1+ j−t
· P

(1)
n (z)],

while Lemma 3.3 gives τn+1v[z−n−t−1
· P̂

(1)
n (z)]

=

t−1∑
j=−s+1

c(n+1)
j u[z−n−1+ j−t

· P
(1)
n+1(z)] −

t−1∑
j=−s+1

c(n)
j u[z

−n+ j−t
· P

(1)
n (z)].

Using the above two relations in (26) and separating the case j = t, it follows from the induction hypothesis
that

c(n)
t u[z

−n−1
· P

(1)
n (z)] − (1 + τ̂nα̂n−1)(1 − τ̂nα̂n)u[z−n

· P
(1)
n−1(z)]c(n−1)

t

=

t−1∑
j=−s+1

[
c(n−1)

j (1 + τ̂nα̂n−1)(1 − τ̂nα̂n)u[z−n+ j−t
· P

(1)
n−1(z)] − c(n)

j u[z
−n−1+ j−t

· P
(1)
n (z)]

]
+
τ̂n

τ̂n+1

t−1∑
j=−s+1

c(n+1)
j u[z−n−1+ j−t

· P
(1)
n+1(z)] −

t−1∑
j=−s+1

τ̂n

τ̂n+1
c(n)

j u[z
−n+ j−t

· P
(1)
n (z)].

The induction is complete if the right hand side above vanishes. This is shown using the three term
recurrence relation (16) for ζ = 1 and observing that

bn+1 =
τ̂n+1

τ̂n
and

τ̂n

τ̂n+1
an+1(1) = (1 + τ̂nα̂n−1)(1 − τ̂nα̂n).

Similar computations prove c(n)
j = c(n−1)

j for j = 0, · · · , s − 1. Hence, we put

c(n)
j = c(n−1)

j = c j, j = −s + 1, · · · , s − 1,

which we use to prove the next claim in the theorem.
The key point in this part of the proof is that u, v are Hermitian andP(1)

n (z) is a self-inversive polynomial.
Hence

v[z−n+s−2
· P

(1)
n (z)] = c(n)

−s+1u[z
−n−1
· P

(1)
n (z)] =⇒ v[z−s+2

· P
(1)
n (z)] = c(n)

−s+1u[z · P
(1)
n (z)].

With v[z−s+1
· P

(1)
n (z)] = c(n)

s−1u[1 · P
(1)
n (z)], the relation (26) yields

c(n)
s−1

[
τ̂n

τ̂n+1
u[1 · P(1)

n+1(z)] − u[1 · P(1)
n (z)]

]
= c(n)
−s+1

[
τ̂n

τ̂n+1
u[z · P(1)

n (z)] − (1 + τ̂nα̂n−1)(1 − τ̂nα̂n)u[z · P(1)
n−1(z)]

]
.

We let u operate on (16) to conclude that cs−1 = c̄−s+1. We now assume c j = c̄− j for j = −t+ 1, · · · , s− 1 where
t = −s + 1,−s + 2, · · · ,−1. The induction is completed by using the relations

v[zt
· P

(1)
n (z)] =

s−1∑
j=−t

c ju[z j+t
· P

(1)
n (z)],

v[zt+1
· P

(1)
n−1(z)] =

s−1∑
j=−t

c̄− ju[z j+t+1
· P

(1)
n−1(z)],
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in (26), separating the case j = −t and letting u operate on (16). Finally, from (31), since v[1] ∈ R, it follows
that c0 ∈ R. Thus writing

U(z) =
1
2

(cs−1zs + · · · + c2z3 + c1z2 + c0z + c̄1),

the expression (32) follows.
To prove uniqueness of U(z), let U1(z) and U2(z) be any two polynomial solutions of (32), where

degU1(z) = s1 and degU2(z) = s2. LetU3(z) = U2(z) −U1(z), with degU3(z) = r = max{s1, s2}. Then from
(32), we have

[z−1
U3(z) + zŪ3(z−1)]u =

r−1∑
j=−r+1

u jz ju = 0.

We let the above functional act on [z−n+k
· P

(1)
n (z)] for n ≥ 2r − 1 and k ≥ −1 to have

r−1∑
j=−r+1

u ju[z−n+k+ j
· P

(1)
n (z)] = 0,

which leads to a homogeneous system of equations for the choice of k = −1, 0, · · · , r − 2. The solution is
trivial with u−r+1 = u−r+2 = · · · = u0 = 0, so thatU1(z) =U2(z), thus establishing uniqueness.

We now present an illustration for the preceding theory using hypergeometric functions.

5. Illustration

Explicit representations of orthogonal polynomials on the unit circle are available in the literature [30, 33].
In this section, through a judicious use of the contiguous relations satisfied by hypergeometric functions,
we will illustrate the theory presented so far. The Gaussian hypergeometric functions are denoted as

F(a, b; c; z) =
∞∑

k=0

(a)k(b)k

(c)k

zk

k!
, |z| < 1,

where a, b ∈ C and c ∈ C \ {0}. For the theory of hypergeometric functions, the contiguous relations satisfied
by them and the Pochhammer symbol (a)k, we refer to [2].

A family of Szegő polynomials in terms of hypergeometric functions is given by [32]

Sn(z) =
(b + b̄ + 1)n

(b + 1)n
F(−n, b + 1; b + ¯b + 1; 1 − z), n ≥ 1,

S∗n(z) =
(b + b̄ + 1)n

(b̄ + 1)n
F(−n, b; b + ¯b + 1; 1 − z), n ≥ 1,

(34)

which are orthogonal on the unit circle with respect to the measure [32, Theorem 4.1] dµ(b; eiθ) = ϕ(b;θ)dθ,
where for 0 ≤ θ ≤ 2π

ϕ(b;θ) = τbe(π−θ)Imb[sin (θ/2)]2Reb, τb =
2b+b̄
|Γ(b + 1)|2

2πΓ(b + b̄ + 1)
.

We first express the Szegő recurrences (23) satisfied by Sn(z) and S∗n(z) using contiguous relations. Consider

(c − a − b)F(a, b; c; 1 − z) + azF(a + 1, b; c; 1 − z) = (c − b)F(a, b − 1; c; 1 − z),
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in which we substitute a = −n, b = b + 1, c = b + b̄ + 1 and multiply (b+b̄+1)n
(b+1)n

to get

Sn(z) =
n(b + b̄ + n)
|b + n|2

zSn−1(z) +
(b̄)n

(b + 1)n
S∗n(z), n ≥ 1. (35)

Next, in the contiguous relation

F(a, b + 1; c; 1 − z) =
z(a − b)
a − c + 1

F(a + 1, b + 1; c; 1 − z) −
(c − b − 1)
(a − c + 1)

F(a + 1, b; c; 1 − z),

we substitute a = −n, c = b + b̄ + 1 and multiply (b+b̄+1)n
(b+1)n

both sides to get

Sn(z) = zSn−1 +
(b̄)n

(b + 1)n
S∗n−1(z). (36)

We observe that the relations (35) and (36) constitute the Szegő recurrences (23) if we identify ᾱn−1 = −
(b̄)n

(b+1)n

so that 1 − |αn−1|
2 =

n(b+b̄+1)
|b+n|2 . The first equality follows from [2, Corollary 2.2.3]

−ᾱn−1 = Sn(0) =
(b + b̄ + 1)n

(b + 1)n
F(−n, b + 1; b + b̄ + 1; 1),

while the second equality follows from simple computations. We now illustrate the characterization (24)
as discussed in Section 3. Using the Szegő relations (35) and (36) along with the expressions for αn−1, we
begin with the recurrence relation

S∗n+1(z)

−αn
=

(
z +

b̄ + n + 1
b + n

)
S∗n(z)
−αn−1

−
n(b + b̄ + n)

(b + n − 1)(b + n)
z

S∗n−1(z)

−αn−2
, n ≥ 1,

with S∗0(z) = 1 and
S∗1(z)
−α0
= z + b̄+1

b , which is satisfied by the monic polynomials

S∗n(z)
−αn−1

=
(b + b̄ + 1)n

(b)n
F(−n, b; b + b̄ + 1; 1 − z), n ≥ 1.

It can be easily verified from (9) that

σn =
b̄ + n

b + n − 1
and λn+1 =

n(b + b̄ + n)
(b + n − 1)(b + n)

=⇒ ωn = −
b + b̄ + n
b + n − 1

, n ≥ 1.

Thus, we have

P
(1)
n (z) =

1
z − 1

(
S∗n+1(z)

−αn
−

b + b̄ + n + 1
b + n

S∗n(z)
−αn−1

)
, n ≥ 1. (37)

The sequence of polynomials P(1)
n (z), n ≥ 0, is thus quasi-orthogonal of order s = 1 on the unit circle with

respect to ϕ(b;θ)dθ since using the orthogonality properties of S∗n(z) and [32, Theorem 3.1] we have∫
∂D

z−n+k
P

(1)
n (z)(1 − z)ϕ(b;θ)dθ =

0 if k = 0, · · · ,n − 1,
(h(b)

n )−2 if k = n,

where the orthogonality constant is given by

h(b)
n = ||Sn(z)||−1 =

√
|(b + 1)n|

2

(b + b̄ + 1)n
n!, n ≥ 1.
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Further, an expression for P(1)
n (z) given by (37) can be found from the contiguous relation

b
c

(z − 1)F(a, b + 1; c + 1; 1 − z) = F(a − 1, b; c; 1 − z) − F(a, b; c; 1 − z),

in which we substitute a = −n, c = b + b̄ + 1 and multiply (b+b̄+1)n+1
(b)n+1

both sides to get

P
(1)
n (z) =

(b + b̄ + 2)n

(b + 1)n
F(−n, b + 1, b + b̄ + 2; 1 − z), n ≥ 1. (38)

We now find the Szegő polynomials Ŝn(z), n ≥ 1, which appear in (21) or (27) by first finding the scaled
polynomials Rn(z). From the definitions (15) we have

τ̂n = −(ωn+1 + σn+1)σ1 · · · σn =
(b̄ + 1)n

(b + 1)n
and α̂n−1 = −

1
σ1 · · · σn

= −
(b)n

(b̄ + 1)n

which are the same as obtained in (34) earlier. With λ = Re(b), the scaled polynomials are given by [10, 12]

Rn(z) =
(2λ + 2)n

(λ + 1)n
F(−n, b + 1; b + b̄ + 2; 1 − z), n ≥ 1,

and the corresponding Szegő polynomials Ŝn(z) obtained in (20) are the same as given by (34). Further, with
1 + τ̂nα̂n−1 =

n
b+n , n ≥ 1, we find an expression for (27), for instance, using the contiguous relation

F(a, b; c; 1 − z) − F(a, b + 1; c; 1 − z) =
a
c

(z − 1)F(a + 1, b + 1; c + 1; 1 − z).

We substitute a = −n, c = b + b̄ + 1 and multiply (b+b̄+1)n
(b+1)n

both sides to get

Sn(z) −
(b̄ + 1)n

(b + 1)n
S∗n(z) =

n
b + n

(z − 1)
(b + b̄ + 2)n−1

(b + 1)n−1
F(−n + 1, b + 1; b + b̄ + 2; 1 − z),

which yields an expression for P(1)
n (z) as obtained in (38). The expression (21) can also be found on similar

lines from the contiguous relation

c(1 − z)F(a, b; c; z) − cF(a − 1, b; c; z) + (c − b)zF(a, b; c + 1; z) = 0.

We conclude with the final remark that we have focused on quasi-orthogonality of order one and to begin
with the class of reversed Szegő polynomials is a special case because it allowed us to express members of
theDG class of invariant polynomials in two different ways using the same sequence of Szegő polynomials.
The key feature we have used is that these invariant polynomials satisfy a three term recurrence relation,
which is also a key feature of quasi-orthogonal polynomials of order one on the real line.
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[22] U. Grenander and G. Szegő, Toeplitz forms and their applications, second edition, Chelsea Publishing Co., New York, 1984.
[23] M. E. H. Ismail and X.-S. Wang, On quasi-orthogonal polynomials: their differential equations, discriminants and electrostatics, J. Math.

Anal. Appl. 474 (2019), no. 2, 1178–1197.
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[32] A. Sri Ranga, Szegő polynomials from hypergeometric functions, Proc. Amer. Math. Soc. 138 (2010), no. 12, 4259–4270.
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