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Abstract. We establish multidimensional analogues of one-dimensional stable limit theorems due to
Häusler and Luschgy (2015) for so called explosive processes. As special cases we present multidimensional
stable limit theorems involving multidimensional normal-, Cauchy- and stable distributions as well.

1. Introduction and main results

Stable convergence and mixing convergence have been frequently used in limit theorems in probability
theory and statistics. Historically the notion of mixing convergence was introduced first, and it can be traced
back at least to Rényi [16], see also Rényi [17] and [19]. The more general concept of stable convergence
is also due to Rényi [18]. Stable convergence should not be mistaken for weak convergence to a stable
distribution. Recently, Häusler and Luschgy [11] have given an up to date and rigorous exposition of
the mathematical theory of stable convergence, and they provided many applications in different areas to
demonstrate the usefulness of this mode of convergence as well. In many classical limit theorems, such as
in the classical central limit theorem, not only convergence in distribution, but stable convergence holds as
well, see, e.g., Examples 3.13 and 3.14 in Häusler and Luschgy [11]. Stable convergence comes into play
in the description of limit points of random sequences, in limit theorems with random indices, there is
a version of the classical ∆-method with stable convergence as well, see, e.g., Chapter 4 in Häusler and
Luschgy [11]. Stable convergence has a central role in limit theorems for martingale difference arrays,
and one can find its nice applications in describing the asymptotic behaviour of some estimators (such as
conditional least squares estimator) of some parameters of autoregressive and moving average processes
and supercritical Galton–Watson processes (for a detailed description, see Chapters 9 and 10 in Häusler and
Luschgy [11]). For a short survey on the role of stable convergence in limit theorems for semimartingales,
see Podolskij and Vetter [15]. In numerical probability, especially, in studying discretized processes, in
approximation of stochastic integrals and stochastic differential equations, and in high frequency statistics,
stable convergence also plays an essential role, see the recent books Aı̈t-Sahalia and Jacod [1] and Jacod

2020 Mathematics Subject Classification. Primary 60F05; Secondary 60B10.
Keywords. Stable convergence; Mixing convergence; Stable limit theorem; Multidimensional normal distribution; Multidimen-

sional Cauchy distribution; Multidimensional stable distribution.
Received: 02 June 2022; Accepted: 22 December 2022
Communicated by Dora Seleši
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and Protter [13]. Very recently, Basse-O’Connor et al. [4, part (i) of Theorem 2.1 and part (i) of Proposition
2.3] have proved new limit theorems with stable convergence for some variational functionals of stationary
increments Lévy driven moving averages in the high frequency setting.

Recently, Crimaldi et al. [9, Definition 3] have extended the notion of stable convergence: they have
introduced the notion of stable convergence of random variables with respect to a so-called conditioning
system towards a kernel, by replacing the single sub-σ-field appearing in the definition of (the original)
stable convergence with a family of sub-σ-fields (called a conditioning system). Then, as a generalization
of the previously mentioned concept, Crimaldi et al. [9, Definition 4] have introduced the notion of stable
convergence of random variables in the strong sense with respect to a conditioning system, where not
only the single sub-σ-field appearing in the definition of (the original) stable convergence is replaced by a
conditioning system, but also the type of convergence for the conditional expectations with respect to the
members of the conditional system in question is strengthened to convergence in L1. Moreover, as a further
generalization, Crimaldi [8, Definition 2.1] have defined the notion of almost sure conditional convergence
of random variables with respect to a conditional system towards a kernel. If such a convergence holds, then
the conditional expectations with respect to the members of the conditional system in question converge
almost surely to a random variable.

Let Z+, N, R, R+ and R++ denote the set of non-negative integers, positive integers, real numbers,
non-negative real numbers and positive real numbers, respectively. The imaginary unit is denoted by i. The
Borel σ-algebra on Rd is denoted by B(Rd), where d ∈N. Further, let log+(x) := log(x)1{x⩾1} + 0 · 1{0⩽x<1}
for x ∈ R+. Convergence in a probability, in L1, in L2 and in distribution under a probability measure

P will be denoted by P
−→,

L1(P)
−→,

L2(P)
−→ and

D(P)
−→, respectively. For an event A with P(A) > 0, let

PA(·) := P(· |A) = P(· ∩ A)/P(A) denote the conditional probability measure given A. Let EP denote
the expectation under a probability measure P. Almost sure equality under a probability measure P

and equality in distribution will be denoted by P-a.s.
= and D

=, respectively. Every random variable will be
defined on a (suitable) probability space (Ω,F ,P). For a random variable ξ : Ω → Rd, the distribution
of ξ on (Rd,B(Rd)) is denoted by Pξ. The notions of stable and mixing convergence and some of their
important properties used in the present paper are recalled in Appendix A.

First, we will recall a one-dimensional stable limit theorem due to Häusler and Luschgy [11, Theorem 8.2]
for so called explosive processes. The increments of these processes are in general not asymptotically negli-
gible and do not satisfy the conditional Lindeberg condition, so they are not in the scope of stable martingale
central limit theorems. For such explosive processes, Häusler and Luschgy [11] developed the following
limit theorem (Theorem 1.1) which states stable (mixing) convergence of the appropriately scaled explosive
process in question, and they successfully applied it for proving stable (mixing) convergence of conditional
least squares estimator of the autoregressive parameter of supercritical autoregressive processes of order 1
(see Häusler and Luschgy [11, Example 8.10 and Theorem 9.2]) and that of Lotka-Nagaev estimator, con-
ditional least squares estimator and Harris estimator of the offspring mean of supercritical Galton-Watson
branching processes conditionally on non-extinction (see Häusler and Luschgy [11, Corollaries 10.2, 10.4
and 10.6]).

Theorem 1.1 (Häusler and Luschgy [11, Theorem 8.2]) Let (Xn)n∈Z+ and (An)n∈Z+ be real-valued stochastic
processes defined on a probability space (Ω,F ,P) and adapted to a filtration (Fn)n∈Z+ . Suppose that An ⩾ 0,
n ∈ N, and that there exists n0 ∈ N such that An > 0 for each n ⩾ n0. Let (an)n∈N be a sequence in (0,∞)
such that an → ∞ as n→ ∞, and let G ∈ F∞ := σ(

⋃
n∈Z+ Fn) such that P(G) > 0. Assume that the following

conditions are satisfied:

(HLi) there exists a non-negative, F∞-measurable random variable η : Ω→ R such that P(G ∩ {η2 > 0}) > 0 and

An

a2
n

PG
−→ η2 as n→∞,
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(HLii) ( Xn
an

)n∈N is stochastically bounded in PG∩{η2>0}-probability, i.e.,

lim
K→∞

sup
n∈N
PG∩{η2>0}

(
|Xn|

an
> K

)
= 0,

(HLiii) there exists p ∈ (1,∞) such that

lim
n→∞

a2
n−r

a2
n
=

1
pr for each r ∈N,

(HLiv) there exists a probability measure µ on (R,B(R)) with
∫
R

log+(|x|)µ(dx) < ∞ such that

EP

(
exp

{
it
∆Xn

A1/2
n

} ∣∣∣∣Fn−1

)
PG∩{η2>0}
−→

∫
R

eitx dµ(x) as n→∞

for all t ∈ R, where ∆Xn := Xn − Xn−1, n ∈N, and ∆X0 := 0.

Then

Xn

A1/2
n

→

∞∑
j=0

p− j/2Z j F∞-mixing under PG∩{η2>0} as n→∞, (1)

and

Xn

an
→ η

∞∑
j=0

p− j/2Z j F∞-stably under PG∩{η2>0} as n→∞, (2)

where (Z j) j∈Z+ denotes a P-independent and identically distributed sequence of real-valued random variables being
P-independent of F∞ with P(Z0 ∈ B) = µ(B) for all B ∈ B(R).

Remark 1.2 (i) The series
∑
∞

j=0 p− j/2Z j =
∑
∞

j=0(p1/2)− jZ j in (1) and (2) is absolutely convergent P-almost surely,
since p1/2 > 1, EP(log+(|Z0|)) < ∞ (by condition (HLiv) of Theorem 1.1), and one can apply Lemma 8.1 in Häusler
and Luschgy [11].

(ii) We note that in condition (HLi) of Theorem 1.1 the F∞-measurability of η is supposed, but in condition
(i) of Theorem 8.2 in Häusler and Luschgy [11] it is not supposed. However, in the proof of Theorem 8.2 in Häusler
and Luschgy [11, page 148] it is written that the F∞-measurability of η can be assumed without loss of generality.
Note also that if the probability space (Ω,F∞,PG) is complete, then the F∞-measurability of η follows itself from

the convergence An
a2

n

PG
−→ η2 as n → ∞ involved in condition (HLi) of Theorem 1.1. Indeed, then there exists a

subsequence (nk)k∈N such that Ank/a
2
nk

PG-a.s.
−→ η2 as k → ∞. Since Ank/a

2
nk

is F∞-measurable for each k ∈ N
and (Ω,F∞,PG) is complete, by a standard measure theoretical argument, we have η2 is F∞-measurable. The
continuity of the square-root function together with η ⩾ 0 yield the F∞-measurability of η, as desired.

(iii) The F∞-measurability of η yields that η and Z j, j ∈N, are P-independent in Theorem 1.1. Further, we
have PG(η > 0) = PG(η2 > 0) > 0 and PG∩{η2>0}(η > 0) = 1, where we used that η is non-negative. □

By ∥x∥ and ∥A∥, we denote the Euclidean norm of a vector x ∈ Rd and the induced matrix norm of
a matrix A ∈ Rd×d, respectively. By ⟨x, y⟩, we denote the Euclidean inner product of vectors x, y ∈ Rd.
The null vector and the null matrix will be denoted by 0. By ϱ(A), we denote the spectral radius of
A ∈ Rd×d. Moreover, Id ∈ R

d×d denotes the d×d identity matrix, and if A ∈ Rd×d is symmetric and positive
semidefinite, then A1/2 denotes the unique symmetric, positive semidefinite square root of A. If V ∈ Rd×d

is symmetric and positive semidefinite, then Nd(0,V) denotes the d-dimensional normal distribution with
mean vector 0 ∈ Rd and covariance matrix V .

In order to formulate our multidimensional stable limit theorems, we need the following result, which
is a multidimensional generalization of Lemma 8.1 in Häusler and Luschgy [11], and it is interesting on its
own right.
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Lemma 1.3 Let (Z j) j∈Z+ be a P-independent and identically distributed sequence of Rd-valued random vectors.
Let P ∈ Rd×d be an invertible matrix with ϱ(P) < 1. Then the following assertions are equivalent:

(i) EP(log+(∥Z0∥)) < ∞.
(ii)

∑
∞

j=0 ∥P
jZ j∥ < ∞ P-almost surely.

(iii)
∑
∞

j=0 P jZ j converges P-almost surely in Rd.
(iv) P jZ j → 0 as j→∞ P-almost surely.

The proof of Lemma 1.3 and the proofs of all the forthcoming results can be found in Section 2. We note
that from the proof of Lemma 1.3 it turns out that for the implications (i)⇒ (ii)⇒ (iii)⇒ (iv), we do not
need the invertibility of P, we only need it for (iv)⇒ (i).

For an Rd-valued stochastic process (Un)n∈Z+ , the increments ∆Un, n ∈ Z+, are defined by ∆U0 := 0
and ∆Un := Un −Un−1 for n ∈N.

Our main result is the following multidimensional analogue of Theorem 8.2 in Häusler and Luschgy
[11] (see also Theorem 1.1).

Theorem 1.4 Let (Un)n∈Z+ and (Bn)n∈Z+ be Rd-valued and Rd×d-valued stochastic processes, respectively, defined
on a probability space (Ω,F ,P) and adapted to a filtration (Fn)n∈Z+ . Suppose that Bn is invertible for sufficiently
large n ∈ N. Let (Qn)n∈N be a sequence in Rd×d such that Qn → 0 as n → ∞ and Qn is invertible for
sufficiently large n ∈ N. Let G ∈ F∞ := σ(

⋃
∞

k=0 Fk) with P(G) > 0. Assume that the following conditions are
satisfied:

(i) there exists an Rd×d-valued, F∞-measurable random matrix η : Ω→ Rd×d such that P(G ∩ {∃η−1
}) > 0 and

QnB−1
n

PG
−→ η as n→∞,

(ii) (QnUn)n∈N is stochastically bounded in PG∩{∃η−1}-probability, i.e.,

lim
K→∞

sup
n∈N
PG∩{∃η−1}(∥QnUn∥ > K) = 0,

(iii) there exists an invertible matrix P ∈ Rd×d with ϱ(P) < 1 such that

BnB−1
n−r

PG
−→ Pr as n→∞ for each r ∈N,

(iv) there exists a probability measure µ on (Rd,B(Rd)) with
∫
Rd log+(∥x∥)µ(dx) < ∞ such that

EP
(
ei⟨θ,Bn∆Un⟩ | Fn−1

) PG∩{∃η−1}
−→

∫
Rd

ei⟨θ,x⟩ µ(dx) as n→∞

for all θ ∈ Rd.

Then

BnUn →

∞∑
j=0

P jZ j F∞-mixing under PG∩{∃η−1} as n→∞, (3)

and

QnUn → η
∞∑
j=0

P jZ j F∞-stably under PG∩{∃η−1} as n→∞, (4)

where (Z j) j∈Z+ denotes a P-independent and identically distributed sequence of Rd-valued random vectors being
P-independent of F∞ with P(Z0 ∈ B) = µ(B) for all B ∈ B(Rd).
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Remark 1.5 (i) The series
∑
∞

j=0 P jZ j in (3) and in (4) is absolutely convergentP-almost surely, since P is invertible,
ϱ(P) < 1, EP(log+(∥Z0∥)) < ∞ (by condition (iv) of Theorem 1.4), and one can apply Lemma 1.3.

(ii) The random variable η and the sequence (Z j) j∈Z+ are P-independent in Theorem 1.4, since η is
F∞-measurable and the sequence (Z j) j∈Z+ is P-independent of F∞. Further, we have PG(∃η−1) > 0 and
PG∩{∃η−1}(∃η−1) = 1.

(iii) The proof of Theorem 1.4 (which can be found in Section 2) follows the method of that of Theorem 8.2 in
Häusler and Luschgy [11]. However, a natural question also occurs, namely, would it be possible to prove Theorem
1.4 using the Cramér-Wold theorem for stable convergence (see, e.g., Häusler and Luschgy [11, Corollary 3.19])?
We do not know the answer to this question. The Cramér-Wold theorem for stable convergence states that, given
Rd-valued random variables Xn, n ∈ N, and X, Xn converges G-stably to X as n → ∞ if and only if
for all u ∈ Rd, the real-valued random variables ⟨u,Xn⟩ converges G-stably to the real-valued random variable
⟨u,X⟩ as n → ∞ (where we used the setup given in Definition A.1). Here we only note that even in the proofs of
multivariate central limit theorems with scaling matrices not converging to a fixed positive definite matrix, not only
the Cramér-Wold theorem (for convergence in distribution) comes into play, but a key lemma originated to Bolthausan
[7] and its generalization due to Biscio et al. [6, Lemma 3.2], for more details see Biscio et al. [6]. □

In the next remark we reformulate condition (iii) of Theorem 1.4 in the one-dimensional case.

Remark 1.6 In case of d = 1 (so not using boldface style in this case), if condition (i) of Theorem 1.4 and
P(∃ η−1) = P(η , 0) = 1 hold, then condition (iii) of Theorem 1.4 is equivalent to the following condition:

there exists P ∈ (−1, 1) \ {0} such that QnQ−1
n−r → Pr as n→∞ for each r ∈N. (5)

Indeed, if conditions (i) and (iii) of Theorem 1.4 with d = 1 and P(∃ η−1) = 1 hold, then there exists P ∈ (−1, 1)\ {0}
such that for each r ∈N, we have

QnQ−1
n−r = QnB−1

n BnB−1
n−rBn−rQ−1

n−r
PG
−→ ηPrη−1 = Pr as n→∞.

Since QnQ−1
n−r is non-random, we have (5). Conversely, if condition (i) of Theorem 1.4 with d = 1, P(∃ η−1) = P(η ,

0) = 1, and (5) hold, then there exists P ∈ (−1, 1) \ {0} such that for each r ∈N, we have

BnB−1
n−r = BnQ−1

n QnQ−1
n−rQn−rB−1

n−r
PG
−→ η−1Prη = Pr as n→∞,

i.e., condition (iii) of Theorem 1.4 with d = 1 holds. Finally, note that, with the notation an := Q−1
n , condition (5)

implies that for each r ∈N we have

a2
n−r

a2
n
= Q2

nQ−2
n−r → P2r =

1
((P2)−1)r as n→∞,

which is nothing else but condition (iii) of Theorem 8.2 in Häusler and Luschgy [11] (see also condition (HLiii) of
Theorem 1.1) with p := (P2)−1

∈ (1,∞). In Remark 1.7, we give a more detailed comparison of Theorem 8.2 in Häusler
and Luschgy [11] (see also Theorem 1.1) and Theorem 1.4. □

In the next remark we investigate the connection between Theorem 8.2 in Häusler and Luschgy [11] (see
also Theorem 1.1) and Theorem 1.4.

Remark 1.7 Theorem 1.4 gives back Theorem 8.2 in Häusler and Luschgy [11] (see also Theorem 1.1) provided that
P(η > 0) = 1 in condition (i) of Theorem 8.2 in Häusler and Luschgy [11]. Indeed, let (Xn)n∈Z+ and (An)n∈Z+
be real-valued stochastic processes defined on a probability space (Ω,F ,P) and adapted to a filtration (Fn)n∈Z+ .
Suppose that An ⩾ 0, n ∈ N, and that there exists n0 ∈ N such that An > 0 for each n ⩾ n0. Let (an)n∈N be a
sequence in (0,∞) such that an →∞ as n→∞, and let G ∈ F∞ with P(G) > 0 such that the conditions (HLi)
together with P(η > 0) = 1, (HLii), (HLiii) and (HLiv) of Theorem 1.1 hold. Note that in this case PG∩{η2>0} = PG,
since P(η > 0) = 1 implies that P(η2 > 0) = 1. In Theorem 1.4, let us make the following choices Un := Xn,
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n ∈ Z+, Bn := A−1/2
n , n ⩾ n0, Qn := a−1

n , n ∈N, and P := p−1/2, where p ∈ (1,∞) is given in (HLiii) of Theorem
1.1. Then (HLi) of Theorem 1.1, the non-negativity of η and the continuity of the square-root function yield that

QnB−1
n =

A1/2
n

an

PG
−→ η as n→∞, i.e., condition (i) of Theorem 1.4 is satisfied. Further, (HLi) of Theorem 1.1 together

with P(η > 0) = 1, (HLiii) of Theorem 1.1 and the continuity of the square-root function imply that for each r ∈N,
we have

BnB−1
n−r =

A1/2
n−r

A1/2
n

=
A1/2

n−r

an−r

an

A1/2
n

an−r

an

PG
−→ η ·

1
η
·

1
pr/2 = Pr as n→∞,

i.e., condition (iii) of Theorem 1.4 holds. Conditions (HLii) and (HLiv) of Theorem 1.1 readily yield conditions (ii)
and (iv) of Theorem 1.4, respectively. So we can apply Theorem 1.4 and we have (1) and (2), as desired. □

Next, we present a multidimensional stable central limit theorem, which is a multidimensional coun-
terpart of Corollary 8.5 in Häusler and Luschgy [11].

Corollary 1.8 Let us assume that the conditions of Theorem 1.4 hold with µ := PNd(0,D), where PNd(0,D) denotes
the distribution of a d-dimensional normally distributed random variable with mean vector 0 ∈ Rd and covariance
matrix D ∈ Rd×d. Then

BnUn → Z F∞-mixing under PG∩{∃η−1} as n→∞, (6)

and

QnUn → ηZ F∞-stably under PG∩{∃η−1} as n→∞, (7)

where Z denotes a d-dimensional normally distributed random vector with mean vector 0 ∈ Rd and covariance
matrix

∑
∞

j=0 P jD(P j)⊤, and Z is P-independent of F∞.

In Corollary 1.8, η and Z are P-independent, since η is F∞-measurable (supposed in condition (i)
of Theorem 1.4).

Next, we will formulate a corollary of Theorem 1.4 involving multidimensional stable distributions, in
particular, a multidimensional Cauchy distribution. For this, first we recall the notion of a multidimensional
stable distribution. A d-dimensional random variable ζ := (ζ1, . . . , ζd) is said to be stable if for any
a1, a2 ∈ R++ there exist b ∈ R++ and c ∈ Rd such that

a1ζ
(1) + a2ζ

(2) D= bζ + c, (8)

where ζ(1) and ζ(2) are independent copies of ζ. It is known that ζ is stable if and only if there exists

α ∈ (0, 2] such that for each n ⩾ 2, n ∈ N there exists cn ∈ Rd satisfying ζ(1) + · · · + ζ(n) D= n
1
α ζ + cn,

where ζ(1),ζ(2), . . . ,ζ(n) are independent copies of ζ. The index α is called the index of stability or the
characteristic exponent of ζ. In what follows, let Sd−1 := {x ∈ Rd : ∥x∥ = 1} be the unit surface in Rd.
We say that ζ is symmetric stable if it is stable and P(ζ ∈ A) = P(−ζ ∈ A) for all A ∈ B(Rd). It known
that a d-dimensional random variable ζ is symmetric α-stable with index α ∈ (0, 2) if and only if there
exists a unique symmetric finite measure Π on (Sd−1,B(Sd−1)) (where the property symmetric means that
Π(A) = Π(−A) for any A ∈ B(Sd−1)) such that

EP
(

exp(i⟨θ,ζ⟩)
)
= exp

{
−

∫
Sd−1

∣∣∣⟨θ, x⟩∣∣∣αΠ(dx)
}
, θ ∈ Rd,

see, e.g., Sato [20, Theorem 14.13]. The measure Π is called the spectral measure of ζ. We say that a
d-dimensional random variable ζ has a d-dimensional Cauchy distribution with parameter (0, Id), if its
density function takes the form

fζ(x) =
Γ
(

1+d
2

)
π

1+d
2

(
1 + ∥x∥2

)− 1+d
2
, x ∈ Rd,
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see, e.g., Kotz and Nadarajah [14, Section 2.2, page 41] or Sato [20, Example 2.12]. It is known that if ζ has
a d-dimensional Cauchy distribution with parameter (0, Id), then the characteristic function of ζ takes
the form EP(ei⟨θ,ζ⟩) = e−∥θ∥, θ ∈ Rd, and ζ is symmetric 1-stable, see, e.g., Sato [20, Theorem 14.14].

Corollary 1.9 Let us assume that the conditions of Theorem 1.4 hold with µ := Pζ, where ζ is a d-dimensional
symmetric α-stable random variable with characteristic exponent α ∈ (0, 2) and spectral measure Π. Then

BnUn → Z F∞-mixing under PG∩{∃η−1} as n→∞, (9)

and

QnUn → ηZ F∞-stably under PG∩{∃η−1} as n→∞, (10)

where Z denotes a d-dimensional random vector P-independent of F∞ with a characteristic function

EP(ei⟨θ,Z⟩) = exp

−
∫

Sd−1

∞∑
j=0

∣∣∣⟨(P j)⊤θ, x⟩
∣∣∣αΠ(dx)

 , θ ∈ Rd. (11)

In particular, if ζ has a d-dimensional Cauchy distribution with parameter (0, Id), then Z has a characteristic
function

EP(ei⟨θ,Z⟩) = exp

−
∞∑
j=0

∥(P j)⊤θ∥

 , θ ∈ Rd. (12)

In Corollary 1.9, η and Z are P-independent, since η is F∞-measurable. Corollary 1.9 in the
special case when ζ has a d-dimensional Cauchy distribution with parameter (0, Id) can be considered as a
multidimensional counterpart of Exercise 8.1 in Häusler and Luschgy [11].

Finally, we formulate a slight generalization of Theorem 1.4 in case of G = Ω, by weakening its condition
(iv) a little bit. This generalization can be considered as a multidimensional analogue of Corollary 8.8 in
Häusler and Luschgy [11].

Corollary 1.10 Let us suppose that the conditions of Theorem 1.4 are satisfied with G := Ω except its condition (iv)
which is replaced by

(iv’) there exists a probability measure µ on (Rd,B(Rd)) with
∫
Rd

log+(∥x∥)µ(dx) < ∞,

and an F∞-measurable, Rd×d-valued discrete random variable S such that

EP
(
ei⟨θ,Bn∆Un⟩ | Fn−1

) P
{∃η−1}
−→

∫
Rd

ei⟨θ,Sx⟩ µ(dx) as n→∞ for all θ ∈ Rd.

Then

BnUn →

∞∑
j=0

P jSZ j F∞-stably under P{∃η−1} as n→∞, (13)

and

QnUn → η
∞∑
j=0

P jSZ j F∞-stably under P{∃η−1} as n→∞, (14)

where (Z j) j∈Z+ denotes a P-independent and identically distributed sequence of Rd-valued random vectors P-
independent of F∞ with P(Z0 ∈ B) = µ(B) for all B ∈ B(Rd).
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In Corollary 1.10, η and (Z j) j∈Z+ are P-independent (see part (ii) of Remark 1.5). For an application of
Corollary 1.10 with d = 1, see the proof of Theorem 9.1 in Häusler and Luschgy [11], where the authors prove
stable convergence of conditional least squares estimator of the autoregressive parameter of supercritical
autoregressive processes of order 1.

Finally, we note that in a companion paper Barczy and Pap [3], we use our main result Theorem 1.4
for studying the asymptotic behaviour of least squares estimator of the autoregressive parameters of some
supercritical Gaussian autoregressive processes of order 2 using random scaling. In another companion
paper Barczy [2], we also use Theorem 1.4 for proving stable convergence of conditional least squares
estimators of drift parameters for supercritical continuous state and continuous time branching processes
with immigration based on discrete time observations.

2. Proofs

Proof of Lemma 1.3. (i)⇒ (ii). We have ϱ(P) = limk→∞ ∥Pk
∥

1/k by the Gelfand formula, see, e.g., Horn and
Johnson [12, Corollary 5.6.14]. Hence there exists k0 ∈N such that

∥Pk
∥

1/k ⩽ ϱ(P) +
1 − ϱ(P)

2
=

1 + ϱ(P)
2

< 1 for each k ⩾ k0, (15)

since ϱ(P) < 1. Choose c ∈
(
1, 2

1+ϱ(P)

)
. Then (i) implies

∞∑
j=k0

P(∥Z j∥ > c j) =
∞∑

j=k0

P(∥Z0∥ > c j) =
∞∑

j=k0

P(log+(∥Z0∥) > j log+(c))

=

∞∑
j=k0

P

(
log+(∥Z0∥)

log(c)
> j

)
< ∞,

where we used that log+(c) = log(c) > 0 and
∑
∞

n=1 P(ξ ⩾ n) ⩽ EP(ξ) for any non-negative random variable
ξ. By the Borel–Cantelli lemma,

P
(

lim sup
j→∞

{∥Z j∥ > c j
}

)
= 0, and hence P

(
lim inf

j→∞
{∥Z j∥ ⩽ c j

}

)
= 1,

i.e., for P-a.a. ω ∈ Ω, there exists j0(ω) ∈ N such that ∥Z j(ω)∥ ⩽ c j for each j ⩾ j0(ω). Consequently, for
P-a.a. ω ∈ Ω, we have

∞∑
j=k0∨ j0(ω)

∥P jZ j(ω)∥ ⩽
∞∑

j=k0∨ j0(ω)

∥P j
∥ · ∥Z j(ω)∥ ⩽

∞∑
j=k0

(
1 + ϱ(P)

2

) j

c j < ∞,

since 1+ϱ(P)
2 c ∈ (0, 1). It yields (ii).

The implications (ii)⇒ (iii) and (iii)⇒ (iv) are obvious.
(iv)⇒ (i). We have P(lim sup j→∞{∥P

jZ j∥ > 1}) = 0, and hence, by the Borel–Cantelli lemma and the
independence of (Z j) j∈Z+ , we get

∞∑
j=0

P(∥P jZ j∥ > 1) < ∞.

Using that the determinant of P coincides with the product of its eigenvalues, the invertibility of P implies
that P does not have an eigenvalue 0, and, in particular, we get ϱ(P) > 0. The eigenvalues of P−1 are
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the reciprocals of the eigenvalues of P, hence ϱ(P−1) ⩾ 1
ϱ(P) , implying ∥P−1

∥ ⩾ ϱ(P−1) ⩾ 1
ϱ(P) > 1. Thus for

each j ∈ Z+, we have

P(∥P jZ j∥ > 1) = P(∥P−1
∥

j
∥P jZ0∥ > ∥P−1

∥
j) ⩾ P(∥(P−1) jP jZ0∥ > ∥P−1

∥
j)

= P(∥Z0∥ > ∥P−1
∥

j) = P(log+(∥Z0∥) > j log+(∥P−1
∥)).

Consequently,
∑
∞

j=0 P(log+(∥Z0∥) > j log(∥P−1
∥)) < ∞, yielding

EP

(
log+(∥Z0∥)

log(∥P−1
∥)

)
< ∞

and hence (i), where we used that log+(∥P−1
∥) = log(∥P−1

∥) > 0 and EP(ξ) ⩽ 1 +
∑
∞

n=1 P(ξ > n) for any
non-negative random variable ξ. □

Proof of Theorem 1.4.
Step 1: Let Q := PG∩{∃η−1}, and for each n ∈ Z+, put

Ln :=
P(G ∩ {∃η−1

} | Fn)
P(G ∩ {∃η−1})

.

Then Q is absolutely continuous with respect to P and PG as well, and, for each n ∈ N, Ln is a
well-defined and Fn-measurable random variable, since P(G ∩ {∃η−1

}) > 0. Note that (Ln)n∈Z+ is the
density process of Q with respect to P, that is, Ln =

dQ|Fn
dP|Fn

for every n ∈ Z+, where Q|Fn and P|Fn

denote the restriction of Q and P onto (Ω,Fn), respectively. Indeed, for all A ∈ Fn, we have

Q|Fn (A) = Q(A) =
P(A ∩ G ∩ {∃η−1

})
P(G ∩ {∃η−1})

,

and, by the definition of conditional expectation with respect to the σ-algebra Fn,∫
A

Ln(ω)P|Fn (dω) =
∫

A

P(G ∩ {∃η−1
} | Fn)

P(G ∩ {∃η−1})
(ω)P|Fn (dω)

=
1

P(G ∩ {∃η−1})

∫
A

(EP(1G∩{∃η−1} | Fn))(ω)P(dω)

=
1

P(G ∩ {∃η−1})

∫
A
1G∩{∃η−1}(ω)P(dω) =

P(A ∩ G ∩ {∃η−1
})

P(G ∩ {∃η−1})
,

yielding that Q|Fn (A) =
∫

A Ln(ω)P|Fn (dω), A ∈ Fn, as desired. Then, by Lévy’s upwards theorem (see, e.g.,
Theorem A.6), we get

Ln
L1(P)
−→
EP(1G∩{∃η−1} | F∞)

P(G ∩ {∃η−1})
=

1G∩{∃η−1}

P(G ∩ {∃η−1})
=

dQ
dP

as n→∞, (16)

Ln
P-a.s.
−→

EP(1G∩{∃η−1} | F∞)

P(G ∩ {∃η−1})
=

1G∩{∃η−1}

P(G ∩ {∃η−1})
=

dQ
dP

as n→∞, (17)

where the second equality in (16) (and in (17)) holds, since for all A ∈ F ,

Q(A) = PG∩{∃η−1}(A) =
P(A ∩ G ∩ {∃η−1

})
P(G ∩ {∃η−1})

,

and ∫
A

1G∩{∃η−1}(ω)

P(G ∩ {∃η−1})
P(dω) =

P(A ∩ G ∩ {∃η−1
})

P(G ∩ {∃η−1})
.
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Next, we check that Z j, j ∈ Z+, and F∞ are independent under Q as well. Indeed, since Z j, j ∈ Z+,
and F∞ are independent under P (by assumption) and G ∩ {∃η−1

} ∈ F∞ (since G ∈ F∞ and η is
F∞-measurable), we have for each m ∈N, B0,B1, . . . ,Bm ∈ B(Rd) and A ∈ F∞,

Q({Z0 ∈ B0} ∩ {Z1 ∈ B1} ∩ · · · ∩ {Zm ∈ Bm} ∩ A)

=
P({Z0 ∈ B0} ∩ {Z1 ∈ B1} ∩ · · · ∩ {Zm ∈ Bm} ∩ A ∩ G ∩ {∃η−1

})
P(G ∩ {∃η−1})

=
P({Z0 ∈ B0} ∩ {Z1 ∈ B1} ∩ · · · ∩ {Zm ∈ Bm})P(A ∩ G ∩ {∃η−1

})
P(G ∩ {∃η−1})

=
P(Z0 ∈ B0)P(Z1 ∈ B1) · · ·P(Zm ∈ Bm)P(A ∩ G ∩ {∃η−1

})
P(G ∩ {∃η−1})

,

and

Q(Z0 ∈ B0)Q(Z1 ∈ B1) · · ·Q(Zm ∈ Bm)Q(A)

=
P({Z0 ∈ B0} ∩ G ∩ {∃η−1

})
P(G ∩ {∃η−1})

· · ·
P({Zm ∈ Bm} ∩ G ∩ {∃η−1

})
P(G ∩ {∃η−1})

·
P(A ∩ G ∩ {∃η−1

})
P(G ∩ {∃η−1})

= P({Z0 ∈ B0}) · · ·P({Zm ∈ Bm})
P(A ∩ G ∩ {∃η−1

})
P(G ∩ {∃η−1})

,

where we used that

P({Z j ∈ B j} ∩ G ∩ {∃η−1
}) = P(Z j ∈ B j)P(G ∩ {∃η−1

}), j ∈ {0, 1, . . . ,m}.

It yields that

Q({Z0 ∈ B0} ∩ {Z1 ∈ B1} ∩ · · · ∩ {Zm ∈ Bm} ∩ A)
= Q(Z0 ∈ B0)Q(Z1 ∈ B1) · · ·Q(Zm ∈ Bm)Q(A),

as desired.
For each θ ∈ Rd, let us introduce the notation

φµ(θ) :=
∫
Rd

ei⟨θ,x⟩ µ(dx) = EP(ei⟨θ,Z0⟩) = EQ(ei⟨θ,Z0⟩), (18)

since the distributions of Z0 under P and Q coincide. Indeed, by the independence of F∞ and Z0
under P, for all B ∈ B(Rd), we have

Q(Z0 ∈ B) =
P({Z0 ∈ B} ∩ G ∩ {∃η−1

})
P(G ∩ {∃η−1})

=
P(Z0 ∈ B)P(G ∩ {∃η−1

})
P(G ∩ {∃η−1})

= P(Z0 ∈ B),

as desired. Note that the function φµ : Rd
→ C defined in (18) is nothing else but the characteristic function

of Z0 under P (or Q).
Step 2: Next, we show that for each r ∈ Z+, we have

r∑
j=0

P jBn− j∆Un− j →

r∑
j=0

P jZ j F∞-mixing under Q as n→∞. (19)

Let r ∈ Z+ be fixed in this step. Since
∑r

j=0 P jZ j and F∞ are independent under Q, we need to check that

r∑
j=0

P jBn− j∆Un− j →

r∑
j=0

P jZ j F∞-stably under Q as n→∞, (20)
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see the discussion after Definition 3.15 in Häusler and Luschgy [11] (or Definition A.1). For this, by Corollary
3.19 in Häusler and Luschgy [11] (see, also Theorem A.3) with G := F∞ and E :=

⋃
n∈Z+ Fn, it is enough

to show that∫
Ω

1F exp
{
i
〈
θ,

r∑
j=0

P jBn− j∆Un− j

〉}
dQ→

∫
Ω

1F exp

i
〈
θ,

r∑
j=0

P jZ j

〉 dQ (21)

as n→ ∞ for all θ ∈ Rd and F ∈ E. Indeed, E ⊂ F∞, E is closed under finite intersections, Ω ∈ E and
σ(E) = F∞. Now we turn to prove (21). For all θ ∈ Rd and F ∈ E, we have

exp
{
i
〈
θ,

r∑
j=0

P jBn− j∆Un− j

〉}
=

r∏
j=0

ei⟨θ,P jBn− j∆Un− j⟩

and ∫
Ω

1F exp

i
〈
θ,

r∑
j=0

P jZ j

〉 dQ = Q(F)
r∏

j=0

EQ(ei⟨θ,P jZ j⟩) = Q(F)
r∏

j=0

φµ((P⊤) jθ)

=

∫
F

r∏
j=0

φµ((P⊤) jθ) dQ,

where we used that Z j, j ∈ Z+, and F∞ are independent under Q, Z j, j ∈ Z+, are identically
distributed under Q, and the notation (18). Hence, fixing θ ∈ Rd arbitrarily, and using the notation
An, j := exp{i⟨θ,P jBn− j∆Un− j⟩}, C j := φµ((P⊤) jθ) and 1n,r :=

∏r
j=0 C j−

∏r
j=0 An, j for n ∈N and j ∈ {0, . . . , r},

convergence (21) means that
∫

F 1n,r dQ→ 0 as n→∞ for all F ∈ E. By |1n,r| ⩽ 2 and (16), we get∣∣∣∣∣∫
F
1n,r dQ −

∫
F

Ln−r−11n,r dP
∣∣∣∣∣ ⩽ 2

∫
F

∣∣∣∣∣dQdP
− Ln−r−1

∣∣∣∣∣dP→ 0

as n→∞. Consequently, in order to show (21), it is enough to verify that limn→∞
∫

F Ln−r−11n,r dP = 0. The
condition F ∈ E yields the existence of n0 ∈ Z+ such that F ∈ Fn0 , and consequently F ∈ Fn for n ⩾ n0.
For each n ∈N and j ∈ {0, . . . , r}, put

Dn, j :=


∏r

k=1 An,k if j = 0,(∏ j−1
k=0 Ck

)(∏r
k= j+1 An,k

)
if 1 ⩽ j ⩽ r − 1,∏r−1

k=0 Ck if j = r.

Then for each n ∈N, we have

1n,r =

r∏
k=0

Ck −

r∏
k=0

An,k

=

r∏
k=0

Ck −

( r−1∏
k=0

Ck

)
An,r +

r−1∑
j=1

[( j∏
k=0

Ck

)( r∏
k= j+1

An,k

)
−

( j−1∏
k=0

Ck

)( r∏
k= j

An,k

)]

+ C0

( r∏
k=1

An,k

)
−

r∏
k=0

An,k

=

r∑
j=0

Dn, j(C j − An, j),
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see also Lemma 8.4 in Häusler and Luschgy [11]. Moreover, for each n ∈ N and j ∈ {0, . . . , r}, we have
|Dn, j| ⩽ 1, and the Fn− j-measurability of An, j yields that Dn, j is Fn− j−1-measurable. Further, for each
n ⩾ n0 + r + 1, the random variable 1FLn−r−1 is Fn−r−1-measurable, and hence Fn− j−1-measurable for each
j ∈ {0, . . . , r}. Indeed, since n− r− 1 ⩾ n0 and F ∈ Fn0 , we have F ∈ Fn−r−1, i.e., 1F is Fn−r−1-measurable,
so the Fn−r−1-measurability of Ln−r−1 yields that 1FLn−r−1 is Fn−r−1-measurable. By the definition of
conditional expectation, for each n ⩾ n0 + r + 1, we obtain∣∣∣∣∣∫

F
Ln−r−11n,r dP

∣∣∣∣∣ = ∣∣∣∣∣ r∑
j=0

∫
F

Ln−r−1Dn, j(C j − An, j) dP
∣∣∣∣∣ = ∣∣∣∣∣ r∑

j=0

EP
(
1FLn−r−1Dn, j(C j − An, j)

)∣∣∣∣∣
=

∣∣∣∣∣ r∑
j=0

EP
(
EP(1FLn−r−1Dn, j(C j − An, j) | Fn− j−1)

)∣∣∣∣∣
=

∣∣∣∣∣ r∑
j=0

EP
(
1FLn−r−1Dn, j(C j − EP(An, j | Fn− j−1))

)∣∣∣∣∣
=

∣∣∣∣∣ r∑
j=0

∫
F

Ln−r−1Dn, j(C j − EP(An, j | Fn− j−1)) dP
∣∣∣∣∣.

Since Ln ⩽ 1/P(G∩ {∃η−1
}), |C j| ⩽ 1, |An, j| ⩽ 1, and dQ

dP = 1G∩{∃η−1}/P(G∩ {∃η−1
}) (see the second equality

in (16)) for each n ⩾ n0 + r + 1, we have∣∣∣∣∣∫
F

Ln−r−11n,r dP
∣∣∣∣∣ ⩽ r∑

j=0

∫
Ω

Ln−r−1|C j − EP(An, j | Fn− j−1)|dP

⩽
r∑

j=0

∫
G∩{∃η−1}

1
P(G ∩ {∃η−1})

|C j − EP(An, j | Fn− j−1)|dP

+

r∑
j=0

∫
Ω\(G∩{∃η−1})

Ln−r−1

(
|C j| + EP(|An, j| | Fn− j−1)

)
dP

⩽
r∑

j=0

∫
Ω

|C j − EP(An, j | Fn− j−1)|dQ + 2
r∑

j=0

∫
Ω\(G∩{∃η−1})

Ln−r−1 dP.

For each j ∈ {0, . . . , r}, condition (iv) yields∫
Ω

|C j − EP(An, j | Fn− j−1)|dQ→ 0 as n→∞. (22)

Indeed, since |EP(An, j | Fn− j−1)| ⩽ 1, the family {EP(An, j | Fn− j−1) : n ∈ N} is uniformly integrable under

Q for each j ∈ {0, . . . , r}, and, by (iv), EP(An, j | Fn− j−1)
Q
−→ C j as n → ∞ for each j ∈ {0, . . . , r}, so the

momentum convergence theorem yields (22). Further, using (17) and that 0 ⩽ Ln−r−1 ⩽ 1/P(G ∩ {∃η−1
}),

the dominated convergence theorem yields that∫
Ω\(G∩{∃η−1})

Ln−r−1 dP→
∫
Ω\(G∩{∃η−1})

1G∩{∃η−1}

P(G ∩ {∃η−1})
dP = Q(Ω \ (G ∩ {∃η−1

})) = 0

as n → ∞. Consequently, we conclude limn→∞
∫

F Ln−r−11n,r dP = 0 for all F ∈ E, and hence (21), which,
as it was explained, implies (19).

Step 3: Next, we check that for each r ∈ Z+,

Bn(Un −Un−r−1)→
r∑

j=0

P jZ j F∞-mixing under Q as n→∞. (23)



M. Barczy, G. Pap / Filomat 37:11 (2023), 3493–3512 3505

For each r ∈ Z+ and j ∈ {0, . . . , r}, we have

P jBn− j∆Un− j − Bn∆Un− j = (P j
− BnB−1

n− j)Bn− j∆Un− j
Q
−→ 0 as n→∞. (24)

Indeed, Bn is invertible for sufficiently large n ∈N, and P j
− BnB−1

n− j
Q
−→ 0 as n→∞, since for all ε > 0,

by condition (iii),

Q(∥P j
− BnB−1

n− j∥ > ε) =
P({∥P j

− BnB−1
n− j∥ > ε} ∩ G ∩ {∃η−1

})

P(G ∩ {∃η−1})

⩽
P({∥P j

− BnB−1
n− j∥ > ε} ∩ G)

P(G ∩ {∃η−1})

= PG(∥P j
− BnB−1

n− j∥ > ε)
P(G)

P(G ∩ {∃η−1})
→ 0 as n→∞.

Further, by (19) with r = 0 and using the fact that F∞-mixing convergence under Q yields convergence

in distribution under Q, we have Bn∆Un
D(Q)
−→ Z0 as n → ∞, and especially, for each j ∈ {0, . . . , r},

Bn− j∆Un− j
D(Q)
−→ Z0 as n→∞. By Slutsky’s lemma, we have (24). Hence for each r ∈ Z+, we have

r∑
j=0

P jBn− j∆Un− j −

r∑
j=0

Bn∆Un− j
Q
−→ 0 as n→∞.

Consequently, since
∑r

j=0 Bn∆Un− j = Bn(Un − Un−r−1), n ∈ N, by (20) and part (a) of Theorem 3.18 in
Häusler and Luschgy [11] (see also Theorem A.2), for each r ∈ Z+, we have

Bn(Un −Un−r−1)→
r∑

j=0

P jZ j F∞-stably under Q as n→∞.

Since
∑r

j=0 P jZ j and F∞ are independent under Q (following from the Q-independence of Z j, j ∈ Z+,
and F∞, which was proved in Step 1), by the discussion after Definition 3.15 in Häusler and Luschgy [11]
(see also Definition A.1), we have (23).

Step 4: Now we turn to prove (3). Lemma 1.3, the invertibility of P, ϱ(P) < 1, the condition∫
Rd log+(∥x∥)µ(dx) < ∞ and the fact that Q is absolutely continuous with respect to P (see Step 1) yield

the P-almost sure and the Q-almost sure absolute convergence of the series
∑
∞

j=0 P jZ j. Especially,

r∑
j=0

P jZ j →

∞∑
j=0

P jZ j as r→∞ Q-almost surely,

and hence
r∑

j=0

P jZ j
D(Q)
−→

∞∑
j=0

P jZ j as r→∞.

Consequently, using that
∑r

j=0 P jZ j and F∞ are independent under Q for each r ∈ Z+, by Exercise 3.4
in Häusler and Luschgy [11], we have

r∑
j=0

P jZ j →

∞∑
j=0

P jZ j F∞-mixing under Q as r→∞. (25)
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Since BnUn − Bn(Un −Un−r−1) = BnUn−r−1, and
∑
∞

j=0 P jZ j and F∞ are independent under Q (following
from the fact that Z j, j ∈ Z+, and F∞ are independent under Q, which we checked in Step 1), by (23),
(25) and Theorem 3.21 in Häusler and Luschgy [11] (see, also Theorem A.4), we obtain (3) if we can check

lim
r→∞

lim sup
n→∞

Q(∥BnUn−r−1∥ > ε) = 0 (26)

for all ε ∈ (0,∞). Since Bn and Qn are invertible for sufficiently large n ∈ N, and P is invertible, for
each r ∈ Z+ and for sufficiently large n ∈N, we have

∥BnUn−r−1∥ ⩽ ∥Pr+1
∥ · ∥P−r−1BnB−1

n−r−1∥ · ∥Bn−r−1Q−1
n−r−1∥ · ∥Qn−r−1Un−r−1∥.

Since for each r ∈ Z+, BnB−1
n−r−1

Q
−→ Pr+1 as n→∞ (see Step 3), and

∥P−r−1BnB−1
n−r−1 − Id∥ ⩽ ∥P−r−1

∥∥BnB−1
n−r−1 − Pr+1

∥,

we have P−r−1BnB−1
n−r−1

Q
−→ Id as n → ∞ for each r ∈ Z+. Hence for all ε̃ > 0, κ > 0 and r ∈ Z+, we

have

Q(∥P−r−1BnB−1
n−r−1 − Id∥ ⩾ ε̃) < κ for sufficiently large n ∈N. (27)

Consequently, with the notation Gn,r,ε̃ := {∥P−r−1BnB−1
n−r−1 − Id∥ < ε̃}, for all ε, ε̃, δ, κ ∈ (0,∞), r ∈ Z+, and

for sufficiently large n ∈N, we have

Q(∥BnUn−r−1∥ > ε)

⩽ Q
(
∥Pr+1

∥ · ∥P−r−1BnB−1
n−r−1∥ · ∥Bn−r−1Q−1

n−r−1∥ · ∥Qn−r−1Un−r−1∥ > ε
)

= Q
({
∥Pr+1

∥ · ∥P−r−1BnB−1
n−r−1∥ · ∥Bn−r−1Q−1

n−r−1∥ · ∥Qn−r−1Un−r−1∥ > ε
}
∩ Gn,r,ε̃

)
+Q

({
∥Pr+1

∥ · ∥P−r−1BnB−1
n−r−1∥ · ∥Bn−r−1Q−1

n−r−1∥ · ∥Qn−r−1Un−r−1∥ > ε
}
∩ Gc

n,r,ε̃

)
⩽ Q

({
∥Pr+1

∥·∥P−r−1BnB−1
n−r−1 − Id∥·∥Bn−r−1Q−1

n−r−1∥·∥Qn−r−1Un−r−1∥ >
ε
2

}
∩ Gn,r,ε̃

)
+Q

({
∥Pr+1

∥ · ∥Bn−r−1Q−1
n−r−1∥ · ∥Qn−r−1Un−r−1∥ >

ε
2

}
∩ Gn,r,ε̃

)
+Q

({
∥Pr+1

∥ · ∥P−r−1BnB−1
n−r−1∥ · ∥Bn−r−1Q−1

n−r−1∥ · ∥Qn−r−1Un−r−1∥ > ε
}
∩ Gc

n,r,ε̃

)
⩽ Q

(
∥Pr+1

∥ · ∥Bn−r−1Q−1
n−r−1∥ · ∥Qn−r−1Un−r−1∥ >

ε

2ε̃

)
+Q

(
∥Pr+1

∥ · ∥Bn−r−1Q−1
n−r−1∥ · ∥Qn−r−1Un−r−1∥ >

ε
2

)
+Q

(
∥P−r−1BnB−1

n−r−1 − Id∥ ⩾ ε̃
)
,

where Gc
n,r,ε̃ denotes the complement of Gn,r,ε̃. Since, by (15), ∥Pr+1

∥ ⩽
(

1+ϱ(P)
2

)r+1
for sufficiently large

r ∈ N, using also (27), for all ε, δ, κ ∈ (0,∞), ε̃ ∈ (0, 1), and for sufficiently large r ∈ N, there exists
a sufficiently large n(r) ∈ N (here n(r) may depend on ε̃ and κ as well, but we do not denote this
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dependence) such that for n ⩾ n(r), we have

Q(∥BnUn−r−1∥ > ε)

⩽ Q
(
∥Bn−r−1Q−1

n−r−1∥ · ∥Qn−r−1Un−r−1∥ >
ε

2ε̃

( 2
1 + ϱ(P)

)r+1)
+Q

(
∥Bn−r−1Q−1

n−r−1∥ · ∥Qn−r−1Un−r−1∥ >
ε
2

( 2
1 + ϱ(P)

)r+1)
+ κ

⩽ 2Q
(
∥Bn−r−1Q−1

n−r−1∥ · ∥Qn−r−1Un−r−1∥ >
ε
2

( 2
1 + ϱ(P)

)r+1)
+ κ

= 2Q
(
∥Bn−r−1Q−1

n−r−1∥ · ∥Qn−r−1Un−r−1∥ >
ε
2

( 2
1 + ϱ(P)

)r+1

, ∥Bn−r−1Q−1
n−r−1∥ ⩽ δ

)
+ 2Q

(
∥Bn−r−1Q−1

n−r−1∥·∥Qn−r−1Un−r−1∥ >
ε
2

( 2
1 + ϱ(P)

)r+1

, ∥Bn−r−1Q−1
n−r−1∥ > δ

)
+ κ

⩽ 2Q
(
∥Qn−r−1Un−r−1∥ >

ε
2δ

( 2
1 + ϱ(P)

)r+1)
+ 2Q(∥Bn−r−1Q−1

n−r−1∥ > δ) + κ.

So for all ε, δ, κ ∈ (0,∞) and for sufficiently large r ∈ N, there exists a sufficiently large n(r) ∈ N such
that for n ⩾ n(r), we have

Q(∥BnUn−r−1∥ > ε)

⩽ 2 sup
ℓ∈N
Q
(
∥QℓUℓ∥ >

ε
2δ

( 2
1 + ϱ(P)

)r+1)
+ 2Q(∥Bn−r−1Q−1

n−r−1∥ > δ, ∥η
−1
∥ ⩽ δ/2)

+ 2Q(∥Bn−r−1Q−1
n−r−1∥ > δ, ∥η

−1
∥ > δ/2) + κ

⩽ 2 sup
ℓ∈N
Q
(
∥QℓUℓ∥ >

ε
2δ

( 2
1 + ϱ(P)

)r+1)
+ 2Q

(∥∥∥|Bn−r−1Q−1
n−r−1∥ − ∥η

−1
∥

∣∣∣ > δ/2)
+ 2Q(∥η−1

∥ > δ/2) + κ,

where we used that Q(∃η−1) = 1. Similarly as we have seen in Step 3, condition (i) implies QnB−1
n

Q
−→ η

as n→∞. Indeed, since P(G) > 0, for all γ > 0, we have

Q(∥QnB−1
n − η∥ > γ) =

P({∥QnB−1
n − η∥ > γ} ∩ G ∩ {∃η−1

})
P(G ∩ {∃η−1})

⩽
P({∥QnB−1

n − η∥ > γ} ∩ G)
P(G ∩ {∃η−1})

= PG(∥QnB−1
n − η∥ > γ)

P(G)
P(G ∩ {∃η−1})

→ 0 as n→∞.

Since Qn is invertible for sufficiently large n ∈ N, Q(∃η−1) = 1 and the norm function is continuous, we

get ∥BnQ−1
n ∥

Q
−→ ∥η−1

∥ as n→∞. Thus, for all ε, δ, κ ∈ (0,∞) and for sufficiently large r ∈N, we obtain

lim sup
n→∞

Q(∥BnUn−r−1∥ > ε)⩽2 sup
ℓ∈N
Q
(
∥QℓUℓ∥ >

ε
2δ

( 2
1 + ϱ(P)

)r+1)
+ 2Q(∥η−1

∥ > δ/2) + κ.

Using condition (ii) and that 2
1+ϱ(P) > 1, for all ε, δ, κ ∈ (0,∞), we get

lim sup
r→∞

lim sup
n→∞

Q(∥BnUn−r−1∥ > ε) ⩽ 2Q(∥η−1
∥ > δ/2) + κ.
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We have Q(∥η−1
∥ > δ/2)→ 0 as δ→∞, hence, taking lim supδ→∞ and lim supκ↓0, we obtain (26) for all

ε ∈ (0,∞), and then we conclude (3).

Step 5: Now we turn to prove (4). As we have seen in Step 4, condition (i) implies QnB−1
n

Q
−→ η as

n → ∞. Hence, since η is F∞-measurable, by (3) (which was proved in Step 4) and parts (b) and (c) of
Theorem 3.18 in Häusler and Luschgy [11] (see, also Theorem A.2), we have

QnUn = (QnB−1
n )(BnUn)→ η

∞∑
j=0

P jZ j F∞-stably under Q = PG∩{∃η−1} as n→∞,

yielding (4). □

Proof of Corollary 1.8. First, note that log+(∥x∥) ⩽ ∥x∥, x ∈ Rd, so∫
Rd

log+(∥x∥)µ(dx) ⩽
∫
Rd
∥x∥µ(dx) < ∞,

and then we can indeed apply Theorem 1.4 and EP(log+(∥Z0∥)) < ∞. It remains to check that
∑
∞

j=0 P jZ j is
a d-dimensional normally distributed random variable with mean vector 0 ∈ Rd and covariance matrix∑
∞

j=0 P jD(P j)⊤. Since P is invertible, ϱ(P) < 1 and EP(log+(∥Z0∥)) < ∞, by Lemma 1.3, we have that the
series

∑
∞

j=0 P jZ j is absolutely convergent P-a.s., and hence, by the continuity theorem, we get

EP
(
ei⟨θ,

∑
∞

j=0 P jZ j⟩
)
= lim

r→∞
EP

(
ei⟨θ,

∑r
j=0 P jZ j⟩

)
= lim

r→∞

r∏
j=0

EP
(
ei⟨(P j)⊤θ,Z j⟩

)
= lim

r→∞

r∏
j=0

e−
1
2 ⟨D(P j)⊤θ,(P j)⊤θ⟩ = e−

1
2

〈
(∑∞j=0 P jD(P j)⊤)θ,θ

〉
, θ ∈ Rd,

where the series
∑
∞

j=0 P jD(P j)⊤ is absolutely convergent, since, by (15),

∞∑
j=0

∥P jD(P j)⊤∥ ⩽
∞∑
j=0

∥P j
∥∥D∥∥(P j)⊤∥ ⩽ ∥D∥

k0−1∑
j=0

∥P j
∥

2 + ∥D∥
∞∑

j=k0

(
1 + ϱ(P)

2

)2 j

< ∞,

where k0 is appearing in (15). So
∑
∞

j=0 P jZ j is a d-dimensional normally distributed random variable with
mean vector 0 ∈ Rd and covariance matrix

∑
∞

j=0 P jD(P j)⊤, as desired. □

Proof of Corollary 1.9. First, note that the integral appearing in (11) is convergent, since, by Cauchy-
Schwarz’s inequality and (15), for all θ ∈ Rd,∫

Sd−1

∞∑
j=0

∣∣∣⟨(P j)⊤θ, x⟩
∣∣∣αΠ(dx) ⩽

∫
Sd−1

∞∑
j=0

∥∥∥(P j)⊤θ∥α∥x∥αΠ(dx)

⩽
∥∥∥θ∥α ∫

Sd−1

∞∑
j=0

∥P j
∥
α
∥x∥αΠ(dx)

⩽
∥∥∥θ∥α ∫

Sd−1

k0−1∑
j=0

∥P j
∥
α
∥x∥αΠ(dx) +

∥∥∥θ∥α ∫
Sd−1

∞∑
j=k0

(
1 + ϱ(P)

2

)α j

∥x∥αΠ(dx)

=
∥∥∥θ∥α k0−1∑

j=0

∥P j
∥
αΠ(Sd−1) +

∥∥∥θ∥α ∞∑
j=k0

(
1 + ϱ(P)

2

)α j

Π(Sd−1) < ∞,
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where k0 is appearing in (15) and we also used that 1+ϱ(P)
2 ∈ (0, 1) and Π(Sd−1) < ∞.

Next, we check that EP(log+(∥ζ∥)) < ∞. We have

EP(log+(∥ζ∥)) = EP(log(∥ζ∥)1{∥ζ∥⩾1}) =
∫
∞

0
P(log(∥ζ∥)1{∥ζ∥⩾1} ⩾ y) dy

=

∫
∞

0
P(log(∥ζ∥) ⩾ y, ∥ζ∥ ⩾ 1) dy =

∫
∞

0
P(∥ζ∥ ⩾ ey, ∥ζ∥ ⩾ 1) dy

=

∫ 1

0
P(∥ζ∥ ⩾ ey) dy +

∫
∞

1
P(∥ζ∥ ⩾ ey) dy

⩽ 1 +
∫
∞

e
P(∥ζ∥ ⩾ z)

1
z

dz.

Since ζ has a d-dimensional stable distribution, it belongs to its own domain of attraction, and then it is
known that the function R++ ∋ z 7→ P(∥ζ∥ ⩾ z) is regularly varying with tail index α. As a consequence,
the function R++ ∋ z 7→ zαP(∥ζ∥ ⩾ z) =: L(z) is slowly varying. Hence there exists z0 ∈ (e,∞) such that
z−

α
2 L(z) ⩽ 1 for all z ∈ [z0,∞), see, e.g., Bingham et al. [5, Proposition 1.3.6.(v)]. Consequently, we have∫

∞

e
P(∥ζ∥ ⩾ z)

1
z

dz =
∫ z0

e
z−αL(z)

1
z

dz +
∫
∞

z0

z−αL(z)
1
z

dz

⩽

∫ z0

e
z−αL(z)

1
z

dz +
∫
∞

z0

z−
α
2

1
z

dz ⩽
∫ z0

e

1
z

dz +
∫
∞

z0

z−1− α2 dz < ∞,

since z−αL(z) = P(∥ζ∥ > z) ⩽ 1, z ∈ R++.
Hence one can indeed apply Theorem 1.4 and EP(log+(∥Z0∥)) < ∞. It remains to check that the

characteristic function of
∑
∞

j=0 P jZ j is given by (11). Since P is invertible, ϱ(P) < 1, and EP(log+(∥Z0∥)) < ∞,
by Lemma 1.3, we have that

∑
∞

j=0 P jZ j is absolutely convergent P-a.s., and hence, by the continuity theorem,
we get

EP
(
ei⟨θ,

∑
∞

j=0 P jZ j⟩
)
= lim

r→∞

r∏
j=0

EP
(
ei⟨(P j)⊤θ,Z j⟩

)
= lim

r→∞
exp

−
r∑

j=0

∫
Sd−1

|⟨(P j)⊤θ, x⟩|αΠ(dx)


= exp

−
∞∑
j=0

∫
Sd−1

|⟨(P j)⊤θ, x⟩|αΠ(dx)

 , θ ∈ Rd,

yielding (11).
In the special case when ζ has a d-dimensional Cauchy distribution with parameter (0, Id), we have∫

Sd−1
|⟨(P j)⊤θ, x⟩|αΠ(dx) = ∥(P j)⊤θ∥, θ ∈ Rd, j ∈ Z+, yielding (12). □

Proof of Corollary 1.10. Let {sk : k ∈ N} be the range of S, let Gk := {S = sk}, k ∈ N, and
I := {k ∈ N : P(Gk ∩ {∃ η−1

}) > 0}. Since P(∃ η−1) > 0 (due to G = Ω), we have that I is not the
empty set. Further, since PGk∩{∃ η−1} is absolutely continuous with respect to P{∃ η−1}, by (iv’), and using
that convergence in P{∃η−1}-probability yields convergence in PGk∩{∃η−1}-probability (which can be checked
similarly as in case of PG and PG∩{∃η−1} as we have seen in the proof of Step 3 of Theorem 1.4), we have
for each k ∈ I and θ ∈ Rd,

EP
(
ei⟨θ,Bn∆Un⟩ | Fn−1

) PGk∩{∃η
−1 }

−→

∫
Rd

ei⟨θ,Sx⟩ µ(dx) =
∫
Rd

ei⟨θ,skx⟩ µ(dx) = EP
(
ei⟨s⊤k θ,Z0⟩

)
= EP

(
ei⟨θ,skZ0⟩

)
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as n→∞. Moreover, EP(log+(∥skZ0∥)) < ∞, since

log+(∥skZ0∥) = log(∥skZ0∥)1{∥skZ0∥⩾1} ⩽ log(∥sk∥∥Z0∥)1{∥sk∥∥Z0∥⩾1}

⩽ log(∥sk∥)1{sk,0}1{∥sk∥∥Z0∥⩾1} + log(∥Z0∥)1{∥Z0∥⩾1} + log(∥Z0∥)1{ 1
∥sk∥
⩽∥Z0∥<1}1{sk,0},

which yields that

EP(log+(∥skZ0∥)) ⩽ log(∥sk∥)1{sk,0} + EP(log+(∥Z0∥)) < ∞.

Hence, by Theorem 1.4, for each k ∈ I, we have

BnUn →

∞∑
j=0

P jskZ j =

∞∑
j=0

P jSZ j F∞-mixing under PGk∩{∃η−1} as n→∞,

and

QnUn → η
∞∑
j=0

P jskZ j = η
∞∑
j=0

P jSZ j F∞-stably under PGk∩{∃η−1} as n→∞.

Note that, since G = Ω, we have P(∃ η−1) > 0 and for all A ∈ F ,

P{∃ η−1}(A) =
∞∑

k=1

P{∃ η−1}(A ∩ Gk) =
∞∑

k=1

P(A ∩ Gk ∩ {∃ η−1
})

P(∃ η−1)

=
∑
k∈I

P(A ∩ Gk ∩ {∃ η−1
})

P(Gk ∩ {∃ η−1})
P(Gk ∩ {∃ η−1

})
P(∃ η−1)

=
∑
k∈I

PGk∩{∃ η−1}(A)P{∃ η−1}(Gk),

so we have

P{∃ η−1} =
∑
k∈I

P{∃ η−1}(Gk)PGk∩{∃ η−1},

where
∑

k∈I P{∃ η−1}(Gk) = 1. Finally, Proposition 3.24 in Häusler and Luschgy [11] (see also Theorem A.5)
yields the statement. □

Appendix

Appendix A. Stable convergence and Lévy’s upwards theorem

First, we recall the notions of stable and mixing convergence.
Definition A.1 Let (Ω,F ,P) be a probability space and G ⊂ F be a sub-σ-field. Let (Xn)n∈N and X be
Rd-valued random variables defined on (Ω,F ,P), where d ∈N.
(i) We say that Xn converges G-stably to X as n → ∞, if the conditional distribution PXn | G of Xn given G
converges weakly to the conditional distribution PX | G of X given G as n→∞ in the sense of weak convergence
of Markov kernels. It equivalently means that

lim
n→∞
EP(ξEP(h(Xn) | G)) = EP(ξEP(h(X) | G))

for all random variables ξ : Ω→ R with EP(|ξ|) < ∞ and for all bounded and continuous functions h : Rd
→ R.

(ii) We say that Xn converges G-mixing to X as n → ∞, if Xn converges G-stably to X as n → ∞, and
PX | G = PX P-almost surely, where PX denotes the distribution of X on (Rd,B(Rd)) under P. Equivalently,
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we can say that Xn converges G-mixing to X as n→∞, if Xn converges G-stably to X as n→∞, and σ(X)
and G are independent, which equivalently means that

lim
n→∞
EP(ξEP(h(Xn) | G)) = EP(ξ)EP(h(X))

for all random variables ξ : Ω→ R with EP(|ξ|) < ∞ and for all bounded and continuous functions h : Rd
→ R.

In Definition A.1, PXn | G, n ∈ N, and PX | G are the P-almost surely unique G-measurable Markov
kernels from (Ω,F ) to (Rd,B(Rd)) such that for each n ∈N,∫

G
PXn | G(ω,B)P(dω) = P(X−1

n (B) ∩ G) for all G ∈ G, B ∈ B(Rd).

and ∫
G
PX | G(ω,B)P(dω) = P(X−1(B) ∩ G) for all G ∈ G, B ∈ B(Rd),

respectively. For the notion of weak convergence of Markov kernels towards a Markov kernel, see Häusler
and Luschgy [11, Definition 2.2]. For more details on stable convergence, see Häusler and Luschgy [11,
Chapter 3 and Appendix A]. In particular, it turns out that Xn converges G-stably to X as n → ∞ if
and only if limn→∞EP(ξh(Xn)) = EP(ξh(X)) for all G-measurable random variables ξ : Ω → R with
EP(|ξ|) < ∞ and for all bounded and continuous functions h : Rd

→ R (following from Theorem 3.17
in Häusler and Luschgy [11]). Furthermore, Xn converges G-mixing to X as n → ∞ if and only if
limn→∞EP(ξh(Xn)) = EP(ξ)EP(h(X)) for all G-measurable random variables ξ : Ω→ R with EP(|ξ|) < ∞
and for all bounded and continuous functions h : Rd

→ R (following from Corollary 3.3 in Häusler and
Luschgy [11]).

Next, we recall four results about stable convergence of random variables, which play important roles
in the proofs of Theorem 1.4 and Corollary 1.10.

Theorem A.1 [Häusler and Luschgy [11, Theorem 3.18]] Let Xn, n ∈N, X, Yn, n ∈N, and Y be Rd-valued
random variables on a probability space (Ω,F ,P), and G ⊂ F be a sub-σ-field. Assume that Xn → X G-stably
as n→∞.

(a) If ∥Xn − Yn∥
P
−→ 0 as n→∞, then Yn → X G-stably as n→∞.

(b) If Yn
P
−→ Y as n→∞, and Y is G-measurable, then (Xn,Yn)→ (X,Y) G-stably as n→∞.

(c) If 1 : Rd
→ Rd is a Borel-measurable function such that PX({x ∈ Rd : 1 is not continuous at x}) = 0, then

1(Xn) → 1(X) G-stably as n → ∞. Here recall that PX denotes the distribution of X on (Rd,B(Rd))
under P.

Theorem A.2 [Häusler and Luschgy [11, Corollary 3.19]] Let Xn, n ∈ N, and X be Rd-valued random
variables on a probability space (Ω,F ,P), and G ⊂ F be a sub-σ-field. Let E ⊂ G be closed under finite
intersections such that Ω ∈ E and σ(E) = G, where σ(E) denotes the σ-algebra generated by E. Then the
following statements are equivalent:

(i) Xn → X G-stably as n→∞,
(ii) limn→∞EP(1Fei⟨u,Xn⟩) = EP(1Fei⟨u,X⟩) for all F ∈ E and u ∈ Rd,

(iii) ⟨u,Xn⟩ → ⟨u,X⟩ G-stably for all u ∈ Rd.

Theorem A.3 [Häusler and Luschgy [11, Theorem 3.21]] Let Xn,r, Xr, n, r ∈ N, X, and Yn, n ∈ N, be
Rd-valued random variables on a probability space (Ω,F ,P), and G ⊂ F be a sub-σ-field. Assume that

(i) for each r ∈N, we have Xn,r → Xr G-stably as n→∞,
(ii) Xr → X G-stably as r→∞,
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(iii) limr→∞ lim supn→∞ P(∥Xn,r − Yn∥ > ε) = 0 for all ε > 0.

Then Yn → X G-stably as n→∞.

Theorem A.4 [Häusler and Luschgy [11, Proposition 3.24]] Let (Ω,F ,P) be a probability space. Suppose that
P =

∑
∞

i=1 piQi, where Qi, i ∈N, is a probability measure on (Ω,F ) and pi ∈ [0, 1], i ∈N, satisfying
∑
∞

i=1 pi = 1.
Let Xn, n ∈N, and X be Rd-valued random variables on (Ω,F ,P). If Xn converges G-stably to X under Qi
as n→∞ for each i ∈N satisfying pi > 0, then Xn converges G-stably to X under P as n→∞.

Finally, we recall Lévy’s upwards theorem used in the proof of Theorem 1.4.

Theorem A.5 [Lévy’s upwards theorem] Let (Ω,F ,P) be a probability space, and let ξ be a real-valued random
variable such that EP(|ξ|) < ∞ and (Fn)n∈Z+ be a filtration with F∞ := σ

(⋃
n∈Z+ Fn

)
. Then

EP(ξ | Fn) P-a.s.
−→ EP(ξ | F∞) as n→∞, and EP(ξ | Fn)

L1(P)
−→ EP(ξ | F∞) as n→∞.

We note that Theorem A.5 sometimes is called Lévy’s zero-one law as well, since if ξ = 1A, where

A ∈ F∞, then it yields that P(A | Fn) P-a.s.
−→ 1A as n→∞, where the limit can be zero or one.
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Mathematical Forum 4(23) 1139–1156.
[9] Crimaldi, I., Letta, G. and Pratelli, L. (2007). A strong form of stable convergence. In Séminaire de Probabilités XL, 203–225,
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