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Abstract. In this paper, we obtained a necessary and sufficient condition for the embedding Hωq ([0, 1]) ⊂
IBVq

p([0, 1]), where IBVq
p denotes the set of functions of bounded q-integral p-variation. Additionally, the

conditions for the composition and superposition operators were provided to map the space Hωq ([0, 1]) into
itself, by which these operators were bounded. Finally, we applied these results to examine the existence
and uniqueness of solutions to Hammerstein integral equations in the space of Hωq ([0, 1]).

1. Introduction

Given some domain Ω ⊆ RN and a Banach space X = X(Ω) of real function on Ω, find conditions on a
function f : Ω×R→ R, possibly both necessary and sufficient, under which the superposition operator F f
defined by

F f (x)(s) = f (s, x(s)), s ∈ Ω, x ∈ X,

maps the space of X into itself and has ’nice’ analytic properties. Even in the much simpler form of an
composition operator generated by some function f : R→ R, i.e.,

F f (x)(s) = f (x(s)), s ∈ Ω, x ∈ X,

this problem is sometimes surprisingly difficult (see[2]).
These operators play a major role in various mathematical fields, especially in the theory of nonlinear

integral equations. Rutitskii [19] studied the continuity of superposition operators on Lp. In other studies,
the authors in [3,4,9,10] investigated some properties of superposition operators such as boundedness,
continuity, etc. on the various function spaces. Bugajewska [7] provided sufficient conditions by which
a superposition operator mapped the space of functions of bounded variation in the sense of Jordan or
Young into itself, and then the results were applied to examine the existence and uniqueness of solutions
to Hammerstein and Hammerstein-Volterra integral equations in this space. In this study, we are going to
prove some theorems which describe sufficient conditions by which a superposition operator maps the space
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Hωq ([0, 1]) into itself and proves the existence and uniqueness of solutions to the nonlinear Hammerstein
integral equations in this space.

The present paper is organized with the following sections. In section 2 we collected some definitions
and results which were needed for the sequel. In section 3, we obtained a necessary and sufficient condition
for the embedding Hωq ([0, 1]) ⊂ IBVq

p([0, 1]) under the certain natural assumptions imposed on the modulus
of continuity. The section 4 provided conditions for the composition and superposition operators to map
the space Hωq ([0, 1]) into itself, showing the bounded of these operators. Finally, in section 5, we applied the
theorems from the section 4 to prove the existence and uniqueness of solutions to the nonlinear Hammerstein
integral equations in the space of Hωq ([0, 1]).

2. Preliminaries

Let f : R → R to be a real-valued function, f is satisfied in Lipschitz condition on R, if there exists a
positive real constant M such that, for all x1 and x2 ∈ R, | f (x1)− f (x2)| ≤M|x1 − x2|. Also, function f is called
locally Lipschitz condition if for each x0 ∈ R, there exists constant M > 0 and δ0 > 0 such that |x − x0| < δ0
then | f (x) − f (x0)| ≤M|x − x0|.

For each bounded 1-periodic functions, Chanturia [8] introduced the concept of modulus of variation.
Letω(t) be a modulus of continuity, i.e., a continuous, subadditive and nondecreasing function on [0,+∞) is
satisfied whenω(0) = 0. For 1 ≤ q < ∞, Hωq ([0, 1]) is denoted by the class of 1-periodic functions f ∈ Lq([0, 1])
for which ωq(δ, f ) = O(ω(δ)) as δ→ 0+, where

ωq(δ, f ) = sup
0≤h≤δ

(∫ 1−h

0
| f (t + h) − f (t)|qdt

) 1
q

.

However, if f is defined on R instead of on [0, 1] and if f is 1-periodic, it is convenient to modify the
definition and put

ωq(δ, f ) := sup
0≤h≤δ

(∫ 1

0
| f (t + h) − f (t)|qdt

) 1
q

,

since the difference between the two definitions is then nonessential in all applications of the concept.
The space of Hωq ([0, 1]) with the following norm is a Banach space:

∥ f ∥Hωq := ∥ f ∥q + sup
δ>0

ωq(δ, f )
ω(δ)

.

Some properties of the space Hωq ([0, 1]) are described in [11,14,16-18,21,22].
It is well know that for each modulus of continuity ω there exists a concave modulus of continuity ω∗ such
that ω(δ) ≤ ω∗(δ) ≤ 2ω(δ) for δ ∈ [0, 1]. Then Hω∗q = Hωq . In what follows, we allways that ω is a concave
modulus of continuity.
Let f : I→ R be a Lebesgue measurable function and let [a, b] ⊂ I be a fixed interval, a < b. The value

ωq( f ; a, b) = sup
0<h<b−a

(∫ b−h

a
| f (t + h) − f (t)|q dt

) 1
q

is called the Lq-modulus of continuity of the function f on the interval [a, b].
Let 1 ≤ p, q < ∞ and f : [a, b]→ R be a Lebesgue measurable function. Let us set

ivarq
p(δ, f ) := ωp,q

(
δ, f ; a, b

)
= sup

 N∑
i=1

(
ωq

(
ti−1, ti, f

))p


1
p

,

where the supremum is taken over all finite partitions of [a, b] satisfying ∆xi ≤ δ. The quantity ivarq
p(b− a, f )

is called the q-integral p-variation of the function f on [a, b]. If ivarq
p(b − a, f ) < ∞, then we say that f is
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a function of bounded q-integral p-variation. The class of all such functions is denoted by IBVq
p([a, b])(see

[12,20]).

Lemma 2.1. The inequality
w(c · t) ≤ (c + 1) · w(t)

holds for any positive c and for any modulus of continuity w(t). (See[15])

3. On the embedding Hωq ([0, 1]) ⊂ IBVq
p ([0, 1])

In this section a necessary and sufficient condition for the embedding Hωq ([0, 1]) ⊂ IBVq
p([0, 1]) are given.

Theorem 3.1. Let 1 ≤ p, q < +∞ and ω : [0, 1]→ [0,+∞) be a modulus of continuity. If ω(δ) = O(δ
1
p ) for δ→ 0+,

then the embedding Hωq ([0, 1]) ⊂ IBVq
p([0, 1]) holds.

Proof. Let f ∈ Hωq ([0, 1]). Then there exists a positive constant c such that ωq(δ, f ) ≤ cw(δ). Also since

ω(δ) = O(δ
1
p ),we have

ω(δ) ≤ d · δ
1
p ,

where δ ∈ [0, 1] and constant d > 0. Let’s take an arbitrary finite partition P = {t0, t1, · · · , tn} of the interval
[0, 1] such that ti − ti−1 ≤ δ. Then

ωq(ti−1, ti, f ) ≤ cω(∆ti).

Therefore, it follows that

N∑
i=1

ωp
q(ti−1, ti, f ) ≤

N∑
i=1

cp
· wp(∆ti)

≤

N∑
i=1

cp
· dp (ti − ti−1)

p
p

≤ (c · d)p
N∑

i=1

(ti − ti−1)
p
p

= (c · d)p.

Hence f ∈ IBVq
p([0, 1]).

Lemma 3.2. Let 1 ≤ p, q < +∞ and ω : [0, 1] → [0,+∞) be a modulus of continuity. If δ
1
p = o(ω(δ)) for δ → 0+,

Then there exists a constant M0 > 0 such that for the concave modulus of continuity ω(δ) there exists an inverse
function ω−1(δ), which is defined on [0,M0] , and a sequence (δn), δ1 ≤M0, δ→ 0+ such that

∞∑
n=1

(δn)p = ∞ and
∞∑

n=1

w−1 (δn) = K,

where K is a some positive constant.

Proof. See [15, the proof of Theorem].

Theorem 3.3. Let 1 ≤ p, q < +∞ and ω : [0, 1] → [0,+∞) be a modulus of continuity. If ω(δ) , O(δ
1
p ) and, in

addition, δ
1
p = o(ω(δ)) for δ→ 0+. Then there exists a function f ∈ Hωq ([0, 1]) such that f < IBVq

p([0, 1]).



S. Karami et al. / Filomat 37:5 (2023), 1687–1699 1690

Proof. By Lemma 3.2 there exists a sequence (δn), δ1 ≤M0, δ→ 0+ such that
∞∑

n=1

(δn)p = ∞ and
∞∑

n=1

w−1 (δn) = K,

where K is a some positive constant.
Let P = {t0, t1, · · · , tn} be a partition of [0, 1] such that

t2i =
1
K

i∑
k=1

ω−1 (δk) and t2i+1 = t2i +
1

2K
· ω−1 (δi+1) ,

for i = 0, 1, . . ., putting
∑0

k=1 ω−1 (δk) = 0.
Consider the function f as follows

f (t) =


w(2K[t−t2i])

(∆t2i+1)
1
q

t2i ≤ t ≤ t2i+1,

w(2K[t2i+2−t])

(∆t2i+2)
1
q

t2i+1 ≤ t ≤ t2i+2,

0 t = 1,

it is obvious that f ∈ Lq([0, 1]).
Now we prove that there exits positive constant c such that

ωq(δ, f ) ≤ c · ω(δ).

We examine the following phrase for h ∈ [0, 1]∫ 1−h

0

∣∣∣ f (t + h) − f (t)
∣∣∣qdt.

The supremum above phrase will be obtained in some interval of monotonicity of function f . It is equivalent
to the investigation on the corresponding interval of increasity of this function f . Then there exists a natural
number j0 such that

t2 j0 ≤ t ≤ t2 j0+1 − h.

So we obtain

sup
0≤t≤1−h

∣∣∣ f (t + h) − f (t)
∣∣∣q = sup

0≤t≤1−h

∣∣∣ω(2K[t + h − t2 j0 ]) − ω(2K[t − t2 j0 ])

(∆t2 j0+1)
1
q

∣∣∣q
= sup

0≤t≤1−h

∣∣∣ω(2K[t + h − t2 j0 ]) − ω(2K[t − t2 j0 ])

(
ω−1(t j0+1)

2K )
1
q

∣∣∣q
≤
ωq(2Kh)

(
ω−1(t j0+1)

2K )
,

and so according to Lemma 2.1, we have

ωq(δ, f ) = sup
0≤h≤δ

( ∫ 1−h

0

∣∣∣ f (t + h) − f (t)
∣∣∣qdt

) 1
q

≤ (
2K

ω−1(t j0+1)
)

1
q sup

0≤h≤δ
ω(2Kh)

= (
2K

ω−1(t j0+1)
)

1
qω(2Kδ)

≤ (
2K

ω−1(t j0+1)
)

1
q (2K + 1)ω(δ).
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Therefore f ∈ Hωq ([0, 1]).
Eventually, we show that f < IBVq

p([0, 1]). An easy computation, shows that

ωq(t2i, t2i+1, f ) =

∣∣∣ω(2K[t2i+1 − t2i])
∣∣∣

(∆t2i+1)
1
q

sup
0≤h≤∆t2i+1

(
(t2i+1 − t2i) − h

) 1
q

=

∣∣∣ω(2K[t2i+1 − t2i])
∣∣∣

(∆t2i+1)
1
q

(
∆t2i+1

) 1
q

= ω(2K[t2i+1 − t2i]).

By a similar argument we have

ωq(t2i+1, t2i+2, f ) = ω(2K[t2i+2 − t2i+1]).

Therefore, for a given 1 ≤ p < ∞we have

∞∑
i=1

ωp
q(ti, ti+1, f ) =

∞∑
i=1

[ωp
q(t2i, t2i+1, f ) + ωp

q(t2i+1, t2i+2, f )]

=

∞∑
i=1

[ωp(2K[t2i+1 − t2i]) + ωp(2K[t2i+2 − t2i+1])]

=

∞∑
i=1

2δp
i+1.

Then we obtain

ivarq
p( f , 0, 1) ≥ 2

∞∑
i=1

(δp
i+1)

1
p = ∞.

Consequently f < IBVq
p([0, 1]),which completes the proof.

4. Superposition operator

We begin this section with the following theorem, which presents the conditions under which an
composition operator maps the space of Hωq ([0, 1]) into itself and it is bounded.

Theorem 4.1. Suppose that f : R → R is a given function such that satisfies the Lipschitz condition on R and
w : [0, 1]→ [0,+∞) to be a modulus of continuity. Then for 1 ≤ q < ∞, the composition operator F f , generated by f,
maps the space Hωq ([0, 1]) into itself, and it is bounded.

Proof. We first show that F f is well-defined, that is

∀1 ∈ Hωq ([0, 1]), F f (1) ∈ Hωq ([0, 1]).

Clearly F f (1) is well-defined, since 1 ∈ Hw
q ([0, 1]), then for every t ∈ [0, 1] we have F f (1)(t) = F f (1)(t + 1)

therefore F f (1) is 1-periodic function. On the other hand, since f is satisfied in the Lipschitz condition on
R, then for 1 ≤ q < ∞,

||F f (1)||q =
( ∫ 1

0
|F f (1)(t)|qdt

) 1
q

=
( ∫ 1

0
| f (1(t))|qdt

) 1
q

≤

( ∫ 1

0
Nqdt

) 1
q
= N, t ∈ [0, 1], 1 ∈ Hw

q ([0, 1]),
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where N is some positive constant and hence F f (1) ∈ Lq
(
[0, 1]

)
.

According to the given assumptions, sinceω is the modulus of continuity for 0 ≤ δ ≤ 1 and F f (1) ∈ Lq
(
[0, 1]

)
,

w(δ) and wq(δ,F f (1)) are meaningful. Therefore, since f is satisfied in the Lipschitz condition onR, we have

lim
δ→0+

ωq(δ,F f (1))
ω(δ)

= lim
δ→0+

sup0≤h≤δ

(( ∫ 1

0 |F f (1)(t + h) − F f (1)(t)|qdt
) 1

q
)

ω(δ)

= lim
δ→0+

sup0≤h≤δ

(( ∫ 1

0 | f (1(t + h)) − f (1(t))|qdt
) 1

q
)

ω(δ)

≤ lim
δ→0+

sup0≤h≤δ

(
M

( ∫ 1

0 |1(t + h) − 1(t)|qdt
) 1

q
)

ω(δ)

=M lim
δ→0+

sup0≤h≤δ

(( ∫ 1

0 |1(t + h) − 1(t)|qdt
) 1

q
)

ω(δ)

=M lim
δ→0+

ωq(δ, 1)
ω(δ)

< ∞,

it follows that F f (1) ∈ Hωq ([0, 1]). Hence we have

||F f (1)||Hωq ≤ N +M sup
δ>0

wq(δ, 1)
w(δ)

which completes the proof.

By Theorem 4.1, we can easily obtain locally bounded of composition operators for the spaces of Hw
q ([0, 1]).

Corollary 4.2. Suppose that f : R→ R is a given function such that satisfies a local Lipschitz condition on R and
w : [0, 1]→ [0,+∞) to be a modulus of continuity. Then for 1 ≤ q < ∞, the composition operator F f , generated by f,
maps the space Hw

q ([0, 1]) into itself, and it is locally bounded.

In the following, we present the generalization of Theorem 4.1, which shows the bounded of superposition
operator in the space of Hωq ([0, 1]).

Theorem 4.3. Suppose that f : [0, 1] × R → R is the given 1-periodic function on [0, 1] such that satisfies the
Lipschitz condition on R and w : [0, 1]→ [0,+∞) be a modulus of continuity such that for function u : [0, 1]→ R

and 1 ≤ q < ∞, supδ>0

ωq(δ, fu)
ω(δ)

< ∞
(
where fu(t + h) = f (t + h,u(t)), for t ∈ [0, 1], h ∈ [0, δ] and fu ∈ Lq

(
[0, 1]

))
.

Then the superposition operator F f , generated by f, maps the space Hw
q ([0, 1]) into itself, and it is bounded.

Proof. In similar to the proof Theorem 4.1, for every u ∈ Hw
q ([0, 1]) well-defined of F f (u) is obvious, since f

is a 1-periodic function on [0, 1], it follows that F f (u) is 1-periodic function. On the other hand, since f is
satisfied in the Lipschitz condition on R, then for t ∈ [0, 1] we have

||F f (u)||q =
( ∫ 1

0
|F f (u)(t)|qdt

) 1
q

=
( ∫ 1

0
| f (t,u(t))|qdt

) 1
q

≤

( ∫ 1

0
tqNqdt

) 1
q
= N, u ∈ Hw

q ([0, 1]),
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where N is some positive constant and hence F f (u) ∈ Lq([0, 1]).
According to the given assumptions, sinceω is the modulus of continuity for 0 ≤ δ ≤ 1 and F f (u) ∈ Lq([0, 1]),
w(δ) and wq(δ,F f (u)) are meaningful. Therefore, since f is satisfied the Lipschitz condition on R and

assumption supδ>0

ωq(δ, fu)
ω(δ)

< ∞ , we have

lim
δ→0+

ωq(δ,F f (u))
ω(δ)

= lim
δ→0+

sup0≤h≤δ

(( ∫ 1

0 |F f (u)(t + h) − F f (u)(t)|qdt
) 1

q
)

ω(δ)

= lim
δ→0+

sup0≤h≤δ

(( ∫ 1

0 | f (t + h,u(t + h)) − f (t,u(t))|qdt
) 1

q
)

ω(δ)

≤ lim
δ→0+

1
ω(δ)

(
sup

0≤h≤δ

(( ∫ 1

0
| f (t + h,u(t + h)) − f (t + h,u(t))|qdt

) 1
q

+
( ∫ 1

0
| f (t + h,u(t)) − f (t,u(t))|qdt

) 1
q
))

≤ lim
δ→0+

1
ω(δ)

(
sup

0≤h≤δ

(( ∫ 1

0
Mq
|u(t + h) − u(t)|qdt

) 1
q

+
( ∫ 1

0
| fu(t + h) − fu(t)|qdt

) 1
q
))

= lim
δ→0+

1
ω(δ)

(
Mωq(δ,u)

)
+ lim
δ→0+

ωq(δ, fu)
ω(δ)

=M lim
δ→0+

ωq(δ,u)
ω(δ)

+ lim
δ→0+

ωq(δ, fu)
ω(δ)

< ∞.

It follows that F f (u) ∈ Hw
q ([0, 1]). Hence we have

||F f (u)||Hωq ≤ N +M sup
δ>0

ωq(δ,u)
ω(δ)

+ sup
δ>0

ωq(δ, fu)
ω(δ)

,

which completes the proof.

By Theorem 4.3, we can easily obtain locally bounded of superposition operators for the spaces of Hw
q ([0, 1]).

Corollary 4.4. Suppose that f : [0, 1]×R→ R is the given 1-periodic function on [0, 1] such that satisfies the local
Lipschitz condition on R and w : [0, 1]→ [0,+∞) be a modulus of continuity such that for function u : [0, 1]→ R

and 1 ≤ q < ∞, supδ>0

ωq(δ, fu)
ω(δ)

< ∞
(
where fu(t + h) = f (t + h,u(t)), for t ∈ [0, 1], h ∈ [0, δ] and fu ∈ Lq

(
[0, 1]

))
.

Then the superposition operator F f , generated by f, maps the space Hw
q ([0, 1]) into itself, and it is locally bounded.

We can illustrate Theorem 4.3 with the following example.

Example 4.5. Let f : [0, 1] ×R→ R can be defined by f (t,u) = f1(t) f2(u), where

f1(t) =


t2 0 ≤ t ≤

1
2
,

t
2

1
2
< t ≤ 1,

and for every 0 ≤ u ≤ 1, f2(u) = u. Also let f1(t) and f2(u) are 1-periodic functions. It is clearly that f2(u) ∈ Hw
q ([0, 1]).

Now for every t ∈ [0,
1
2

] and u1,u2 ∈ [0, 1], we have

| f (t,u1) − f (t,u2)| = |t2u1 − t2u2| = |t2
||u1 − u2| ≤

1
4
|u1 − u2|,
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also for every t ∈ ( 1
2 , 1] and u1,u2 ∈ [0, 1], we have

| f (t,u1) − f (t,u2)| = |
t
2

u1 −
t
2

u2| = |
t
2
||u1 − u2| ≤

1
2
|u1 − u2|,

therefore M = max{
1
4
,

1
2
} =

1
2

is constant lipschitz for the function f . Define w : [0, 1]→ R by w(δ) =
√
δ, in which

w is the modulus of continuity. In the following, for 1 ≤ q < ∞, we have

|| fu||q =
( ∫ 1

0
| fu(t)|qdt

) 1
q

=
( ∫ 1

0
| f (t,u)|qdt

) 1
q

=
( ∫ 1

0
| f1(t) f2(u)|qdt

) 1
q

≤

( ∫ 1
2

0
|t2u|qdt

) 1
q
+

( ∫ 1

1
2

|
t
2

u|qdt
) 1

q

= u
( ∫ 1

2

0
t2qdt

) 1
q
+

u
2

( ∫ 1

1
2

tqdt
) 1

q
< ∞.

Therefore fu ∈ Lq([0, 1]. On the other hand, we have

lim
δ→0+

ωq(δ, fu)
ω(δ)

= lim
δ→0+

1
ω(δ)

(
sup

0≤h≤δ

( ∫ 1

0
| fu(t + h) − fu(t)|qdt

) 1
q
)

≤ lim
δ→0+

1
w(δ)

(
sup

0≤h≤δ

(( ∫ 1
2

0
| fu(t + h) − fu(t)|qdt

) 1
q

+
( ∫ 1

1
2

| fu(t + h) − fu(t)|qdt
) 1

q
))

= lim
δ→0+

1
w(δ)

(
sup

0≤h≤δ

(( ∫ 1
2

0
|(t + h)2u − t2u|qdt

) 1
q

+
( ∫ 1

1
2

|
t + h

2
u −

t
2

u|qdt
) 1

q
))

≤ lim
δ→0+

1
w(δ)

(
sup

0≤h≤δ

(
2hu

( ∫ 1
2

0
tqdt

) 1
q

+ h2u
( ∫ 1

2

0
dt

)1/q
+

h
2

u
( ∫ 1

1
2

dt
) 1

q
))

= lim
δ→0+

1
w(δ)

(
sup

0≤h≤δ

(
2huN1 + h2uN2 +

h
2

uN3

))
= lim
δ→0+

2δuN1
√
δ
+ lim
δ→0+

δ2uN2
√
δ
+ lim
δ→0+

δuN3

2
√
δ

= 0 + 0 + 0 = 0,

where N1 = (
∫ 1

2

0 tqdt)
1
q , N2 = (

∫ 1
2

0 dt)
1
q and N3 = (

∫ 1
1
2

dt)
1
q , so the assumptions of Theorem 4.3 are satisfied.
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5. Applications to linear and nonlinear integral equations

The present section was aimed to investigate solutions of linear integral equations and nonlinear Ham-
merstein integral equations in the class of Hw

q ([0, 1])-functions.
Consider the nonlinear Hammerstein integral equation

x(t) = 1(t) + λ
∫ 1

0
K(t, s) f (s, x(s))ds for t ∈ [0, 1], and λ ∈ R. (1)

Assume that:
(i) 1 : [0, 1]→ R is a Hw

q -function;
(ii) f : [0, 1]×R→ R, (t, v)→ f (t, v), is the given 1-periodic function on [0, 1] such that satisfies the Lipschitz
condition on R and w : [0, 1] → [0,+∞) is a modulus of continuity such that for every u : [0, 1] → R and

1 < q < ∞, supδ>0

ωq(δ, fu)
ω(δ)

< ∞;

(iii) K : [0, 1]× [0, 1]→ R, (t, s)→ K(t, s), is a function such that
∫ 1

0 |K(t+ h, s)−K(t, s)|qds ≤ (M(t+ h)−M(t))q

for h ∈ [0, δ], where M : [0, 1]→ R+ is belong to Hw
q ([0, 1]) and K(t, ·) is belong to Lq[0, 1] for every t ∈ [0, 1]

(to find out more about the nonlinear Hammerstein integral equation, see [1]).

Theorem 5.1. Given the assumptions mentioned above, there is a number η > 0 such that for every λ with |λ| < η,
Eq.(1) has a unique Hw

q -solution, defining on [0, 1].

Proof. Let 1 ∈ Hw
q ([0, 1]) for 1 < q < ∞ and r > 0 be such that ||1||Hωq < r and let Lr denote the Lipschitz

constant which corresponds to the function f and interval [−r, r].Define Ir = [0, 1]× [−r, r].Choose a number
η > 0 such that

||1||Hωq + η sup
(s,z)∈Ir

| f (s, z)|
(( ∫ 1

0
Ntdt

) 1
q
+ sup
δ>0

ωq(δ,M)
ω(δ)

)
< r

and

ηLr

(( ∫ 1

0
Ntdt

) 1
q
+ sup
δ>0

ωq(δ,M)
ω(δ)

)
< 1,

where Nt =
∫ 1

0 |K(t, s)|qds for K(t, ·) ∈ Lq[0, 1].
Denote by B̄r the closed ball of center zero and radius r in the space Hw

q ([0, 1]). Put |λ| < η. Define
D(x)(t) = 1(t) + λP(x)(t), where

P(x)(t) =
∫ 1

0
K(t, s) f (s, x(s))ds, x ∈ B̄r, t ∈ [0, 1].

According to Theorem 4.3, it is obvious that the superposition operator generated by the function f acts in
the space Hw

q ([0, 1]) and it is bounded, therefore the operators D,P are well defined. For u ∈ B̄r,We have

||P(u)||q =
( ∫ 1

0
|P(u)(t)|qdt

) 1
q

=
( ∫ 1

0

∣∣∣ ∫ 1

0
K(t, s) f (s,u(s))ds

∣∣∣qdt
) 1

q

≤ sup
s∈[0,1]

∣∣∣ f (s,u(s))
∣∣∣( ∫ 1

0

( ∫ 1

0

∣∣∣K(t, s)
∣∣∣ds

)q
dt

) 1
q

≤ sup
s∈[0,1]

∣∣∣ f (s,u(s))
∣∣∣( ∫ 1

0

∫ 1

0

∣∣∣K(t, s)
∣∣∣qdsdt

) 1
q

= sup
s∈[0,1]

∣∣∣ f (s,u(s))
∣∣∣( ∫ 1

0
Ntdt

) 1
q
,
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so P(u) ∈ Lq([0, 1]. In addition, we have

lim
δ→0+

ωq(δ,P(u))
ω(δ)

= lim
δ→0+

sup0≤h≤δ

(( ∫ 1

0 |P(u)(t + h) − P(u)(t)|qdt
) 1

q
)

ω(δ)

= lim
δ→0+

sup0≤h≤δ

(( ∫ 1

0 |
∫ 1

0 (K(t + h, s) f (s,u(s)) − K(t, s) f (s,u(s)))ds|qdt
) 1

q
)

ω(δ)

≤ sup
s∈[0,1]

| f (s,u(s))| lim
δ→0+

sup0≤h≤δ

(( ∫ 1

0

∫ 1

0 |K(t + h, s) − K(t, s)|qdsdt
) 1

q

)
ω(δ)

≤ sup
s∈[0,1]

| f (s,u(s))| lim
δ→0+

1
ω(δ)

(
sup

0≤h≤δ

(( ∫ 1

0

(
M(t + h) −M(t)

)q
dt

)1
q ))

= sup
s∈[0,1]

| f (s,u(s))| lim
δ→0+

ωq(δ,M)
ω(δ)

< ∞.

Therefore P(u) ∈ Hw
q ([0, 1]).Moreover, we obtain

||D(u)||Hωq = ||1 + λP(u)||Hωq
≤ ||1||Hωq + |λ|||P(u)||Hωq

= ||1||Hωq + |λ|
(
||P(u)||q + sup

δ>0

ωq(δ,P(u))
ω(δ)

)
≤ ||1||Hωq + |λ|

(
sup

s∈[0,1]
| f (s,u(s))|

( ∫ 1

0
Ntdt

) 1
q
+ sup

s∈[0,1]
| f (s,u(s))| sup

δ>0

ωq(δ,M)
ω(δ)

)
= ||1||Hωq + |λ| sup

(s,z)∈Ir

| f (s, z)|
(( ∫ 1

0
Ntdt

) 1
q
+ sup
δ>0

ωq(δ,M)
ω(δ)

)
< r,

therefore D
(
B̄r

)
⊂ B̄r.

Now we show that D is a contraction. For any u, v ∈ B̄r we have

||D(u) −D(v)||Hωq

= ||1 + λP(u) − 1 − λP(v)||Hωq
= |λ|||P(u) − P(v)||Hωq

= |λ|
(
||P(u) − P(v)||q + sup

δ>0

ωq(δ,P(u) − P(v))
ω(δ)

)
= |λ|

(( ∫ 1

0

∣∣∣∣(P(u) − P(v))(t)
∣∣∣∣qdt

) 1
q

+
sup0≤h≤δ

(( ∫ 1

0 |(P(u) − P(v))(t + h) − (P(u) − P(v))(t)|qdt
) 1

q
)

ω(δ)

)
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= |λ|
( ∫ 1

0

∣∣∣∣ ∫ 1

0
K(t, s) f (s,u(s)) − K(t, s) f (s, v(s))ds

∣∣∣∣qdt
) 1

q

+
sup0≤h≤δ

(( ∫ 1

0 |
∫ 1

0 K(t + h, s)( f (s,u(s)) − f (s, v(s))) − K(t, s)( f (s,u(s)) − f (s, v(s)))ds|qdt
) 1

q
)

ω(δ)

)
≤ |λ|

(
sup

s∈[0,1]
| f (s,u(s)) − f (s, v(s))|

( ∫ 1

0

∫ 1

0
|K(t, s)|qdsdt

) 1
q

+ sup
s∈[0,1]

| f (s,u(s)) − f (s, v(s))|
sup0≤h≤δ

(( ∫ 1

0

∫ 1

0 |K(t + h, s) − K(t, s)|qdsdt
) 1

q
)

ω(δ)

)

≤ |λ|
(

sup
s∈[0,1]

| f (s,u(s)) − f (s, v(s))|
(( ∫ 1

0
Ntdt

) 1
q
+

sup0≤h≤δ

(( ∫ 1

0

(
M(t + h) −M(t)

)q
dt

) 1
q
)

ω(δ)

))
≤ |λ|Lr sup

s∈[0,1]
|u(s)) − v(s)|

(( ∫ 1

0
Ntdt

) 1
q
+ sup
δ>0

ωq(δ,M)
ω(δ)

)
≤ |λ|Lr||u − v||Hωq

(( ∫ 1

0
Ntdt

) 1
q
+ sup
δ>0

ωq(δ,M)
ω(δ)

)
≤ ||u − v||Hωq .

Considering the Banach contraction principle it is concluded that D has a unique fixed point in B̄r,which is
a Hw

q -solution of Eq.(1), defined on [0, 1].

Now let us consider the nonlinear Hammerstein integral equation

x(t) = 1(t) + λ
∫ 1

0
K(t, s) f (x(s))ds for t ∈ [0, 1], and λ ∈ R. (2)

Suppose that (i) and (iii) are satisfied. Assume also that:
(iv) f : [0, 1] → R, t → f (t), is a given function such that satisfies the Lipschitz condition on R and
w : [0, 1]→ [0,+∞) to be a modulus of continuity.
Similarly, Theorems 4.1 is valid for nonlinear integral equations of Hammerstein type.

Theorem 5.2. Given the assumptions mentioned above, there is a number η > 0 such that for every λ with |λ| < η,
Eq.(2) has a unique Hw

q -solution, defining on [0, 1].

Let K be a linear integral operator generated by the kernel k : [0, 1] × [0, 1]→ R as follows

Kx(t) =
∫ 1

0
k(t, s)x(s)ds, t ∈ [0, 1].

These operators, considered on spaces of functions of bounded variation in the sense of Jordan and Wiener,
have been extensively studied in [5,6]. Gulgowski [12] has recently studied these linear operators on spaces
of IBVq

1(I).
In the following theorem, we are going to present sufficient conditions for the continuity of the integral
operator K : Lq([0, 1])→ Hw

q ([0, 1]).

Theorem 5.3. Let 1 < q < +∞ and 1
q +

1
q′ = 1.Assume that the function k : [0, 1]× [0, 1]→ R satisfies the following

conditions:
(i) k is a Lebesgue measurable function on [0, 1] × [0, 1];
(ii) there exists a function m0 ∈ Lq′ ([0, 1]) such that ||k(·, s)||Lq ≤ m0(s) for a.e. s ∈ [0, 1];

(iii) there exists a function m ∈ Lq′ ([0, 1]) such that
(∫ 1

0 |k(t + h, s) − k(t, s)|qdt
) 1

q

≤

(
m(s+h)−m(s)

)
and supδ>0

wq′ (δ,m)
w(δ) <

∞ for a.e. s ∈ [0, 1].
Then the linear operator K, generated by k, maps Lq([0, 1]) to Hw

q ([0, 1]) and it is continuous.
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Proof. First, we show that K is well-defined. For do this, according to the generalized Minkowski inequality
(see [13, Theorem 202] ) for each x ∈ Lq([0, 1]) and a.e. t ∈ [0, 1] we have

||K(x)||Lq =

(∫ 1

0
|K(x)(t)|qdt

) 1
q

=
( ∫ 1

0

∣∣∣ ∫ 1

0
k(t, s)x(s)ds

∣∣∣qdt
) 1

q

≤

∫ 1

0
|x(s)|

(∫ 1

0
|k(t, s)|qdt

) 1
q

ds

≤

∫ 1

0
|x(s)|m0(s)ds

≤ ∥x∥Lq ∥m0∥Lq′ .

Therefore, K(x) ∈ Lq([0, 1]).
Now, we apply the generalized Minkowski once more and we have

lim
δ→0+

wq(δ,K(x))
w(δ)

= lim
δ→0+

sup0≤h≤δ

(∫ 1

0 |K(x)(t + h) − K(x)(t)|qdt
) 1

q

w(δ)

= lim
δ→0+

sup0≤h≤δ

(∫ 1

0

∣∣∣ ∫ 1

0 k(t + h, s)x(s) − k(t, s)x(s)ds
∣∣∣qdt

) 1
q

w(δ)

≤ lim
δ→0+

sup0≤h≤δ

(∫ 1

0

( ∫ 1

0

∣∣∣k(t + h, s)x(s) − k(t, s)x(s)
∣∣∣qdt

) 1
q

ds
)

w(δ)

≤ lim
δ→0+

sup0≤h≤δ

(∫ 1

0 |x(s)|
( ∫ 1

0

∣∣∣k(t + h, s) − k(t, s)
∣∣∣qdt

) 1
q

ds
)

w(δ)

≤ lim
δ→0+

sup0≤h≤δ

(∫ 1

0 |x(s)|(m(s + h) −m(s))ds
)

w(δ)

≤ ∥x∥Lq lim
δ→0+

sup0≤h≤δ

(∫ 1

0 (m(s + h) −m(s))q′ds
) 1

q′

w(δ)

= ∥x∥Lq lim
δ→0+

wq′ (δ,m)
w(δ)

< ∞.

Therefore, K(x) ∈ Hw
q ([0, 1]).

In the following, let u ∈ B̄r, where B̄r denotes a closed ball of radius r > 0 and center 0 in the space Lq([0, 1]).
We have

∥K(u)∥Hw
q = ∥K(u)∥Lq + sup

δ>0

wq(δ,K(u)
w(δ)

≤ ∥u∥Lq ∥m0∥Lq′ + ∥u∥Lq sup
δ>0

wq′ (δ,m)
w(δ)

= ∥u∥Lq

(
∥m0∥Lq′ + sup

δ>0

wq′ (δ,m))
w(δ)

)
.

Which completes the proof.
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