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Abstract. We introduce new Banach spaces eα,β0 (q) and eα,βc (q) defined as the domain of generalized q-Euler
matrix Eα,β(q) in the spaces c0 and c, respectively. Some topological properties and inclusion relations
related to the newly defined spaces are exhibited. We determine the bases and obtain Köthe duals of the
spaces eα,β0 (q) and eα,βc (q). We characterize certain matrix mappings from the spaces eα,β0 (q) and eα,βc (q) to
the space S ∈ {ℓ∞, c, c0, ℓ1, bs, cs, cs0}.We compute necessary and sufficient conditions for a matrix operator
to be compact from the space eα,β0 (q) to the space S ∈ {ℓ∞, c, c0, ℓ1, bs, cs, cs0} using Hausdorff measure of
non-compactness. Finally, we give point spectrum of the matrix Eα,β(q) in the space c.

1. Introduction and preliminaries

The q-analog of a mathematical expression means the generalization of that expression using the pa-
rameter q. The generalized expression returns the original expression when q approaches 1. The study of
q-calculus dates back to the time of Euler. It is a wide and an interesting area of research in recent times.
Several researchers are engaged in the field of q-calculus due to its vast applications in mathematics, physics
and engineering sciences. In the field of mathematics, it is widely used by researchers in approximation
theory, combinatorics, hypergeometric functions, operator theory, special functions, quantum algebras, etc.

Let 0 < q < 1. Then the q-number is defined by

v[q] =

 1−qv

1−q (v > 0),

1 (v = 0).

One may notice that, when q→ 1 then v[q] = v if v > 0.
The q-analog of binomial coefficient or q-binomial coefficient is defined by[

r
v

]
q
=

 r[q]!
(r−v)[q]!v[q]! (r ≥ v),

0 (v > r),
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where q-factorial v[q]! of v is given by

v[q]! = v[q](v − 1)[q] . . . 2[q]1[q].

Lemma 1.1. The q-analog of binomial formula or Gauss’s binomial formula is given by

(α + β)r
q =

(α + β)(qα + β)(q2α + β) . . . (qr−1α + β) (r ≥ 1),
1 (r = 0)

=

r∑
v=0

[
r
v

]
q
q(v

2)αvβr−v, where
(
v
2

)
= 0 for v < 2.

1.1. Sequence spaces
A linear subspace of w, the set of all real-valued sequences, is called a sequence space. Few examples

of classical sequence spaces are ℓk (k-absolutely summable sequences, 1 ≤ k < ∞), ℓ∞ (bounded sequences),
c0 (null sequences), c (convergent sequences), etc. Further the spaces of all bounded, null and convergent
series are denoted by bs, cs0 and cs, respectively. A Banach sequence space having continuous coordinates
is called a BK sequence space. We are well aware that the spaces c0 and c are Banach spaces endowed with
the supremum norm.

It is well known that the matrix mappings between BK-spaces are continuous. Because of this celebrated
property, the theory of matrix mappings has an important place in the study of sequence spaces. Let S and
T be two sequence spaces andΦ = (ϕrv) be an infinite matrix of real entries. Further letΦv denote the vth row

of the matrix Φ. The sequence Φs = {(Φs)r} =

{
∞∑

v=0
ϕrvsv

}
is called Φ-transform of the sequence s = (sv) ∈ S,

provided that the series
∞∑

v=0
ϕrvsv exists. Further, if Φs ∈ T for every sequence s ∈ S, then the matrix Φ is said

to define a matrix mapping from S to T. The notation (S→ T) shall represent the family of all matrices that
map from S to T. Furthermore, the matrix Φ = (ϕrv) is called a triangle if ϕrr , 0 and ϕrv = 0 for r < v.

The matrix domain SΦ of matrix Φ in the space S is defined by

SΦ = {s ∈ w : Φs ∈ S}. (1)

The set SΦ is a sequence space. This property plays a significant role in constructing new sequence spaces.
Moreover if Φ is a triangle and S is a BK-space then the sequence space SΦ is also a BK-space equipped
with the norm ∥s∥SΦ = ∥Φs∥S . Several authors applied this celebrated theory in the past to construct new
Banach (or BK) sequence spaces by using some special triangles. For relevant literature, we refer the papers
[2, 3, 6, 15, 16, 23, 28, 34, 45–47] and textbooks [7, 33, 43].

1.2. Compact operators and Hausdorff measure of non-compactness (Hmnc)
Let S and T be two Banach spaces. The set of all bounded linear operators C : S → T will be denoted

by B(S → T), which is again a Banach space equipped with the norm ∥C∥ = sups∈BS
∥Cs∥ , where the

notation BS denote open ball in S. Further, we denote ∥ς∥†S = sups∈BS

∣∣∣∑∞v=0 ςvsv

∣∣∣ . In this case, we observe
that ς = (ςv) ∈ Sβ, provided that the supremum exists.

Now we recall the definitions of compact operator and Hmnc of a bounded set.

Definition 1.2. An operator C : S → T is said to be compact if the domain of S is all of S and for every bounded
sequence (sr) in S, the sequence (C(sr)) has a convergent subsequence in T.

Definition 1.3. The Hmnc of a bounded set H in a metric space S is defined by

χ(H) = inf
{
ε > 0 : H ⊂ ∪r

v=0B(sv, av), sv ∈ S, av < ε (v = 0, 1, 2, . . . , r), r ∈N0

}
.

where B(sv, av) is the open ball centered at sv and radius av for each v = 0, 1, 2, . . . , r.
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The compact operator and Hmnc are closely related. An operator C : S → T is compact if and only if
∥C∥χ = 0, where ∥C∥χ denotes Hmnc of the operator C and is defined by ∥C∥χ = χ(C(BS)). Using Hmnc,
several authors obtained necessary and sufficient conditions for matrix operators to be compact between
BK-spaces. For relevant literature, we refer to [9, 10, 35–38].

1.3. Euler sequence spaces

The Euler matrix Eα = (eαrv) of order α is defined by

eαrv =


(r

v
)
(1 − α)r−vαv (0 ≤ v ≤ r),

0 (v > r),

for all r, v ∈N0,where 0 < α < 1.
Let α and β be two non-zero real numbers such that α + β , 1, then binomial matrix Eα,β = (eα,βrv ) is

defined by

eα,βrv =

 1
(α+β)r

(r
v
)
αrβr−v (0 ≤ v ≤ r),

0 (v > r).

One may observe that the binomial matrix Eα,β generalizes the Euler matrix Eα.
Several research publications can be found in the literature concerning sequence spaces generated by

using Euler matrix Eα. Altay and Başar [2] introduced the Euler sequence spaces eα0 = (c0)Eα and eα∞ = (ℓ∞)Eα .
One may refer Table 1 that contains publications dealing with Euler sequence spaces. Before proceeding to
the table, we define the operators ∇ = (δrv), ∇i = (δi

rv), B(i) = (b(i)
rv), B(i)

n = (b(i),n
rv ) and ∇ f = (δ f

rv), that are used
in the table:

δrv =

(−1)r−v (r − 1 ≤ v ≤ r),
0 (v > r).

δ(i)
rv =

(−1)r−v( i
r−v

)
(max{0, r − i} ≤ v ≤ r),

0 (0 ≤ s < max{0, r − i} or v > r).

b(i)
rv =


( i

r−v
)
αi−r+vβr−v (max{0, r − i} ≤ v ≤ r),

0 (0 ≤ v ≤ max{0, r − i}) or (v > r),

b(i),n
rv =


( i

r−v
)
ai−r+vβr−vnv (max{0, r − i} ≤ v ≤ r),

0 (0 ≤ v ≤ max{0, r − i}) or (v > r),

δ f
rv =

(−1)r−v Γ( f+1)
(r−v)!Γ( f−r+v+1) (0 ≤ v ≤ r),

0 (s > r),

where i ∈N0, f ∈ R and n = (nv) is any fixed sequence of real numbers.
Let 0 < q < 1, then the q-Cesàro matrix C(q) = (cq

rv) [1, 11] is defined by

cq
rv =

 qv

(r+1)[q] (0 ≤ v ≤ r),

0 (v > r).

The construction of sequence spaces using q-analog C(q) of Cesàro matrix has been studied recently by
Demiriz and Şahin [18]. The authors studied the domains X0(q) = (c0)C(q) and Xc(q) = (c)C(q).More recently
Yaying et al. [47] studied Banach spaces Xq

k = (ℓk)C(q) and Xq
∞ = (ℓ∞)C(q), and studied associated operator

ideals. For studies in q-Hausdorff matrices, we refer [1, 5, 11, 14, 40]. We stricly refer to [20] for detailed
studies in q-calculus.

Motivated by the above studies, we construct BK sequence spaces eα,β0 (q) and eα,βc (q) derived by the q-
analog Eα,β(q) of the matrix Eα,β.We exhibit some topological properties, inclusion relations and determine
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Table 1: Euler spaces
Euler Spaces References
eα0 = (c0)Eα , eαc = (c)Eα [2]
eαk = (ℓk)Eα , eα∞ = (ℓ∞)Eα [3, 34]
eα0 (∇) = (c0)Eα∇, eαc (∇) = (c)Eα∇ [4]
eα0 (∇i) = (c0)Eα∇i , eαc (∇i) = (c)Eα∇i , eα∞(∇i) = (ℓ∞)Eα∇i [39]
eαk (∇ f ) = (ℓk)Eα∇ f , eα0 (∇ f ) = (c0)Eα∇ f , eαc (∇ f ) = (c)Eα∇ f , eα∞(∇ f ) = (ℓ∞)Eα∇ f [21]
eα(k) = (ℓ(k))Eα [24]
eα0 (∇, k) = (c0(k))Eα∇, eαc (∇, k) = (c(k))Eα∇ and eα∞(∇, k) = (ℓ∞(k))Eα∇ [25]
eα0 (∇i, k) = (c0(k))Eα∇i , eαc (∇i, k) = (c(k))Eα∇i , eα∞(∇i, k) = (ℓ∞(k))Eα∇i [26]
f0(Eα) = ( f0)Eα , f (Eα) = ( f )Eα [27]
eα0 (B(i)) = (c0)EαB(i) , eαc (B(i)) = (c)EαB(i) , eα∞(B(i)) = (ℓ∞)EαB(i) [22]
eα0 (B(i)

n ) = (c0)EαB(i)
n
, eαc (B(i)

n ) = (c)EαB(i)
n

[30]

eα,βk = (ℓk)Eα,β , e
α,β
0 = (c0)Eα,β , e

α,β
c = (c)Eα,β , e

α,β
∞ = (ℓ∞)Eα,β [12, 13]

eα,β0 (B(i)) = (c0)Eα,βB(i) , eα,βc (B(i)) = (c)Eα,βB(i) , eα,β∞ (B(i)) = (ℓ∞)Eα,βB(i) [32]
eα,β0 (∇ f ) = (c0)Eα,β∇ f , eα,βc (∇ f ) = (c)Eα,β∇ f , eα,β∞ (∇ f ) = (ℓ∞)Eα,β∇ f [31, 44]
eα,βk (∇ f ) = (ℓk)Eα,β∇ f [46]

bases for the spaces eα,β0 (q) and eα,βc (q). In the section 3, we compute Köthe duals (α-, β- and γ-duals) of the
spaces eα,β0 (q) and eα,βc (q). In the section 4, we characterize some matrix mappings from the spaces eα,β0 (q) and
eα,βc (q) to the space T ∈ {ℓ∞, c, c0, ℓ1, cs, cs0, bs}. In the section 5, we obtain necessary and sufficient conditions
for the matrix Eα,β to be compact from the space eα,β0 (q) to the space T ∈ {ℓ∞, c, c0, ℓ1, cs, cs0, bs}. In the final
section, we compute point spectrum of the matrix E1,1(q) in the space c.

2. The sequence spaces eα,β
0

(q) and eα,βc (q)

Let α, β be two non-negative real numbers with α + β , 1, then the q-analog of the binomial matrix
Eα,β(q) = (eα,βrv (q)) of order (α, β) is defined by

eα,βrv (q) =

 1
(α+β)r

q

[r
v
]

qq(v
2)αvβr−v (0 ≤ v ≤ r),

0 (v > r),

where 0 < q < 1. Clearly when q → 1, the matrix Eα,β(q) reduces to binomial matrix Eα,β. Thus Eα,β(q)
generalizes binomial matrix Eα,β in the sense of q-theory. Hence we may call the matrix Eα,β(q) as the
q-analog of binomial matrix Eα,β. Furthermore, we also realize that the matrix Eα,β(q) reduces to the triangle
Eα(q) with entries 1

(α+(1−α))r
q

[r
v
]

qq(v
2)αv(1 − α)r−v,when β = 1 − α.

More explicitely

Eα,β(q) =



1 0 0 0 . . .
β

(α+β)q

α
(α+β)q

0 0 . . .
β2

(α+β)2
q

(1+q)αβ
(α+β)2

q

qα2

(α+β)2
q

0 . . .
β3

(α+β)3
q

(1+q+q2)αβ2

(α+β)3
q

q(1+q+q2)α2β

(α+β)3
q

q3α3

(α+β)3
q
. . .

...
...

...
...

. . .


.
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Let us consider the sequence ϵr =
(
βr

(α+β)r
q

)
in the first column of the matrix Eα,β(q). It is known from [20,

p. 29] that the infinite product (1+α)∞q = (1+α)(1+ qα)(1+ q2α) . . . converges to a finite limit. In the light of
this result and some minor calculation, we realize that unlike its classical version, the sequence ϵr converges
to a finite limit greater than zero, as r → ∞. Similarly, the other columns of the matrix converge to a finite
limit. This immediately gives us the following result:

Lemma 2.1. Eα,β(q) is a conservative matrix. In otherwords, Eα,β(q) maps c to c.

Now we define the generalized q-Euler sequence spaces eα,β0 (q) and eα,βc (q) by

eα,β0 (q) =

s = (sv) ∈ w : lim
r→∞

1
(α + β)r

q

r∑
v=0

[
r
v

]
q
q(v

2)αvβr−vsv = 0

 ,
eα,βc (q) =

s = (sv) ∈ w : lim
r→∞

1
(α + β)r

q

r∑
v=0

[
r
v

]
q
q(v

2)αvβr−vsv exists

 .
In the notation of (1), we redefine the above sequence spaces by

eα,β0 (q) = (c0)Eα,β(q) and eα,βc (q) = (c)Eα,β(q). (2)

We emphasize that the spaces eα,β0 (q) and eα,βc (q) reduce to some of the well known Euler sequence spaces
in literature:

1. When q approaches 1, the spaces eα,β0 (q) and eα,βc (q) reduce to the binomial sequence spaces eα,β0 and
eα,βc , respectively, as studied by Bişgin [12].

2. When β = 1 − α, the spaces eα,β0 (q) and eα,βc (q) reduce to q-Euler spaces eα0 (q) = (ℓk)Eα(q) and eαc (q) =
(ℓ∞)Eα(q), respectively, which further reduce to well known Euler sequence spaces eα0 and eαc , respec-
tively, when q→ 1, as studied by Altay and Başar [2].

Now define the sequence t = (tv) in terms of the sequence s = (sv) by

tr = (Eα,β(q)s)r =
1

(α + β)r
q

r∑
v=0

[
r
v

]
q
q(v

2)αvβr−vsv, (3)

for each r ∈ N0. The sequence t is called the Eα,β(q)-transform of the sequence s. Further, on using (3), we
write

sv =

v∑
j=0

(−1)v− j

[v
j
]

q
q(v− j

2 )βv− j(α + β) j
q

αvq(v
2)

t j, (4)

for each v ∈N0.
Now we state our first result:

Theorem 2.2. eα,β0 (q) and eα,βc (q) are BK-spaces endowed with the same norm defined by

∥s∥eα,β0 (q) = ∥s∥eα,βc (q) = sup
r∈N0

∣∣∣∣∣∣∣ 1
(α + β)r

q

r∑
v=0

[
r
v

]
q
q(v

2)αvβr−vsv

∣∣∣∣∣∣∣ .
Proof. The proof is a routine verification and hence omitted.

Theorem 2.3. eα,β0 (q) � c0 and eα,βc (q) � c.
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Proof. Since the proofs are similar for both the spaces, hence we provide the proof of the first case only.
Define the mapping π : eα,β0 (q) → c0 by πs = Eα,β(q)s for all s ∈ eα,β0 (q). Clearly, π is linear and 1 − 1. Let
t = (tr) be a sequence in c0 and s = (sv) be as defined in (4). Then, we have

lim
r→∞

1
(α + β)r

q

r∑
v=0

[
r
v

]
q
q(v

2)αvβr−vsv

= lim
r→∞

1
(α + β)r

q

r∑
v=0

[
r
v

]
q
q(v

2)αvβr−v


v∑

j=0

(−1)v− j

[v
j
]

q
q(v− j

2 )βv− j(α + β) j
q

αvq(v
2)

t j


= lim

r→∞
tr = 0, since t ∈ c0.

Thus we realize that s is a sequence in eα,β0 (q) and the mapping π : eα,β0 (q)→ c0 is onto and norm preserving.
Hence eα,β0 (q) � c0. This completes the proof.

Theorem 2.4. c0 ⊈ eα,β0 (q). However, the inclusion c ⊂ eα,βc (q) holds.

Proof. The result immediately follows from Lemma 2.1.

To end this section, we construct bases for the spaces eα,β0 (q) and eα,βc (q).We recall that domain SΦ of a
triangle Φ in the space S has a basis if and only if S has a basis. This statement together with Theorem 2.3
gives us the following result:

Theorem 2.5. For every fixed v ∈N0, define the elements of the sequence z(v)(q) = (z(v)
r (q)) in the space eα,β0 (q) by

z(v)
r (q) =

(−1)r−v [r
v]qq(r−v

2 )βr−v(α+β)v
q

αrq(r
2) (v ≤ r),

0 (v > r).

Then

(a) the set
{
z(0)(q), z(1)(q), z(2)(q), . . .

}
forms basis for the space eα,β0 (q) and every s ∈ eα,β0 (q) has a unique represen-

tation s =
∞∑

v=0
tvz(v)(q).

(b) the set
{
e, z(0)(q), z(1)(q), z(2)(q), . . .

}
forms a basis for the space eα,βc (q) and every s ∈ eα,βc (q) can be uniquely

expressed in the form s = ξe +
∞∑

v=0
(tv − ξ)z(v)(q), where ξ = lim

v→∞
tv = lim

v→∞
(Eα,β(q)s)v.

3. Köthe duals

In the current section, we compute Köthe duals (α-, β-, γ-duals) of the spaces eα,β0 (q) and eα,βc (q). Since
the computation of duals is similar for both the spaces, we shall omit the proof for the space eα,βc (q). Before
proceeding, we recall the definitions of Köthe duals.

Definition 3.1. The Köthe-Toeplitz duals or α−, β− and γ−duals of subset S ⊂ w are defined by

Sα = {ς = (ςv) ∈ w : ςs = (ςvsv) ∈ ℓ1 for all s ∈ S},

Sβ = {ς = (ςv) ∈ w : ςs = (ςvsv) ∈ cs for all s ∈ S} and
Sγ = {ς = (ςv) ∈ w : ςs = (ςvsv) ∈ bs for all s ∈ S},

respectively.
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In the rest of the paper, N will denote the family of all finite subsets ofN0. First we note the following
lemmas due to Stielglitz and Tietz [41] that are necessary for obtaining the duals:

Lemma 3.2. Φ = (ϕrv) ∈ (c0 → ℓ1) if and only if

sup
R∈N

 ∞∑
v=0

∣∣∣∣∣∣∣∑r∈R

ϕrv

∣∣∣∣∣∣∣
 < ∞.

Lemma 3.3. Φ = (ϕrv) ∈ (c0 → c) if and only if

sup
r∈N0

r∑
v=0

∣∣∣ϕrv

∣∣∣ < ∞, (5)

lim
r→∞
ϕrv exists for each v ∈N0. (6)

Lemma 3.4. Φ = (ϕrv) ∈ (c0 → ℓ∞) if and only if (5) holds.

Theorem 3.5. The set ν1(q) defined by

ν1(q) =

ς = (ςv) ∈ w : sup
R∈N

∞∑
v=0

∣∣∣∣∣∣∣∣
∑
r∈R

(−1)r−v

[r
v
]

qq(r−v
2 )βr−v(α + β)v

q

αrq(r
2)

ςr

∣∣∣∣∣∣∣∣ < ∞
 .

is the α-dual of the spaces eα,β0 (q) and eα,βc (q).

Proof. Consider the following equality

ςrsr =

r∑
v=0

(−1)r−v

[r
v
]

qq(r−v
2 )βr−v(α + β)v

q

αrq(r
2)

ςrts

= (Aα,β(q)t)r (7)

for all r ∈ N0, where the sequence t = (tv) is the Eα,β-transform of the sequence s = (sv) and the matrix
Aα,β(q) = (aq

rv) is defined by

aq
rv =

(−1)r−s [r
v]qq(r−v

2 )βr−v(α+β)v
q

αrq(r
2)

ςr (0 ≤ v ≤ r),

0 (v > r).

We realize on using Eq. 7 that ςs = (ςrsr) ∈ ℓ1 whenever s ∈ eα,β0 (q) if and only if Aα,β(q)t ∈ ℓ1 whenever t ∈ c0.

Thus we deduce that ς = (ςr) is a sequence in α-dual of eα,β0 (q) if and only the matrix Eα,β(q) belongs to the

class (c0 → ℓ1). Thus we conclude from Lemma 3.2 that
[
eα,β0 (q)

]α
= ν1(q). This completes the proof.

Theorem 3.6. Define the sets ν2(q), ν3(q) and ν4(q) by

ν2(q) =

ς = (ςr) ∈ w :
∞∑

r=v

(−1)r−v

[r
v
]

qq(r−v
2 )βr−v(α + β)v

q

αrq(r
2)

ςr exists for each v ∈N0

 ,
ν3(q) =

ς = (ςr) ∈ w : sup
r∈N0

r∑
v=0

∣∣∣∣∣∣∣∣
r∑

m=v

(−1)m−v

[m
v
]

qq(m−v
2 )βm−v(α + β)v

q

αmq(m
2)

ςm

∣∣∣∣∣∣∣∣ < ∞
 ,

ν4(q) =

ς = (ςr) ∈ w : lim
r→∞

r∑
v=0

r∑
m=v

(−1)m−v

[m
v
]

qq(m−v
2 )βm−v(α + β)v

q

αmq(m
2)

ςm exists

 ,
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Then
[
eα,β0 (q)

]β
= ν2(q) ∩ ν3(q) and

[
eα,βc (q)

]β
= ν2(q) ∩ ν3(q) ∩ ν4(q).

Proof. Consider the following equality

r∑
v=0

ςvsv =

r∑
v=0


v∑

m=0

(−1)v−m

[v
m
]

qq(v−m
2 )βv−m(α + β)m

q

αvq(v
2)

tm

 ςv

=

r∑
v=0


r∑

m=v

(−1)m−v

[m
v
]

qq(m−v
2 )βm−v(α + β)v

q

αmq(m
2)

ςm

 tv

= (Bα,β(q)t)r (8)

for each r ∈ N0, where the sequence t = (tv) is the Eα,β(q)-transform of the sequence s = (sv) and the matrix
Bα,β(q) = (bq

rv) is defined by

bq
rv =


r∑

m=v
(−1)m−v [m

v]qq(m−v
2 )βm−v(α+β)v

q

αmq(m
2) ςm (0 ≤ v ≤ r),

0 (v > r),

for all r, v ∈N0. Thus on using Eq. 8, we realize that ςs = (ςrsr) ∈ cs whenever s = (sr) ∈ eα,β0 (q) if and only if
Bα,βt ∈ c whenever t = (tv) ∈ c0. This yields that ς = (ςr) is a sequence in β-dual of eα,β0 (q) if and if only the
matrix Bα,β(q) belongs to the class (c0 → c). This in turn implies on using Lemma 3.3 that

sup
r∈N0

r∑
v=0

∣∣∣∣bα,βrv

∣∣∣∣ < ∞ and lim
r→∞

bα,βrv exists for each v ∈N0.

Thus eα,β0 (q) = ν2(q) ∩ ν3(q). This completes the proof.

Theorem 3.7. The γ-dual of the spaces eα,β0 (q) and eα,βc (q) is ν3(q).

Proof. The proof is similar to the previous theorem except that Lemma 3.4 is employed instead of Lemma
3.3.

4. Matrix mappings

In the present section, we determine necessary and sufficient conditions for a matrix to define map-
ping from the spaces eα,β0 (q) and eα,βc (q) to the space µ ∈ {ℓ∞, c, c0, ℓ1, bs, cs, cs0}. The following theorem is
fundamental in our investigation.

Theorem 4.1. Let T be any arbitrary subset of w. Then Φ = (ϕrv) ∈ (eα,β0 (q) → T) (or respectively (eα,βc (q) → T))
if and only if Θ(r) = (θ(r)

mv) ∈ (c0 → c) (or respectively (c → c)) for each r ∈ N0, and Θ = (θrv) ∈ (c0 → T) (or
respectively (c→ T)) where

θ(r)
mv =


0 (v > m),
m∑

l=v
(−1)l−v [ l

v]qq(l−v
2 )βl−v(α+β)v

q

αlq( l
2)

ϕrl (0 ≤ v ≤ m),

and

θrv =

∞∑
l=v

(−1)l−v

[ l
v
]

qq(l−v
2 )βl−v(α + β)v

q

αlq( l
2)

ϕrl (9)

for all r, v ∈N0.
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Proof. The details of the proof are omitted since it is similar to the proof of Theorem 4.1 of [28].

Now, by using the results presented in the Stielglitz and Tietz [41] together with Theorem 4.1, we obtain
the following results:

Corollary 4.2. The following statements hold:

1. Φ ∈ (eα,β0 (q)→ ℓ∞) if and only if

sup
m∈N0

∞∑
v=0

∣∣∣θ(r)
mv

∣∣∣ < ∞, (10)

lim
m→∞

θ(r)
mv exists for all v ∈N0 (11)

hold and

sup
r∈N0

∞∑
v=0

|θrv| < ∞, (12)

also holds.
2. Φ ∈ (eα,β0 (q)→ c) if and only if (10) and (11) hold, and

sup
r∈N0

∞∑
v=0

|θrv| < ∞, (13)

lim
r→∞
θrv exists for all v ∈N0, (14)

also hold.
3. Φ ∈ (eα,β0 (q)→ c0) if and only if (10) and (11) hold, and (12) and

lim
r→∞
θrv = 0 for all v ∈N0, (15)

also hold.
4. Φ ∈ (eα,β0 (q)→ ℓ1) if and only if (10) and (11) hold, and

sup
R∈R

∞∑
v=0

∣∣∣∣∣∣∣∑r∈R

θrv

∣∣∣∣∣∣∣ < ∞, (16)

also holds.
5. Φ ∈ (eα,β0 (q)→ bs) if and only if (10) and (11) hold, and

sup
r∈N0

∞∑
v=0

∣∣∣∣∣∣∣
r∑

m=0

θmv

∣∣∣∣∣∣∣ < ∞, (17)

also holds.
6. Φ ∈ (eα,β0 (q)→ cs) if and only if (10) and (11) hold, and (17) and

∞∑
r=0

θrv converges for all v ∈N0, (18)

also hold.
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7. Φ ∈ (eα,β0 (q)→ cs0) if and only if (10) and (11) hold, and (17) and

∞∑
r=0

θrv = 0 for all v ∈N0, (19)

also hold.

Corollary 4.3. The following statements hold:

1. Φ ∈ (eα,βc (q)→ ℓ∞) if and only if (10), (11) and

lim
m→∞

∞∑
v=0

θ(r)
mv, (20)

hold, and (13) also holds.
2. Φ ∈ (eα,βc (q)→ c) if and only if (10), (11) and (20) hold, and (12), (14) and

lim
r→∞

r∑
v=0

θrv exists (21)

also hold.
3. Φ ∈ (epq

c → c0) if and only if (10), (11) and (20) hold, and (12), (15) and

lim
r→∞

r∑
v=0

θrv = 0 (22)

also hold.
4. Φ ∈ (eα,βc (q)→ ℓ1) if and only if (10), (11) and (20) hold, and (16) also holds.

5. Φ ∈ (eα,βc (q)→ bs) if and only if (10), (11) and (20) hold, and (17) also holds.

6. Φ ∈ (eα,βc (q)→ cs) if and only if (10), (11) and (20) hold, and (17), (18) and

∞∑
r=0

∞∑
v=0

θrv converges,

also hold.
7. Φ ∈ (eα,βc (q)→ cs0) if and only if (10), (11) and (20) hold, and (17), (18) and

∞∑
r=0

∞∑
v=0

θrv = 0

also hold.

We recall a basic lemma due to Başar and Altay [8] that will help in characterizing certain classes of matrix
mappings from the spaces eα,β0 (q) and eα,βc (q) to any arbitrary space T.

Lemma 4.4. [8] Let S and T be any two sequence spaces, Φ be an infinite matrix and Θ be a triangle. Then,
Φ ∈ (S→ TΘ) if and only if ΘΦ ∈ (S→ T).

Now, by combining Lemma 4.4 with Corollaries 4.2 and 4.3, we define following classes of matrix mappings:
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Corollary 4.5. Let Φ = (ϕrv) be an infinite matrix and define the matrix Cq = (cq
rv) by

cq
rv =

r∑
m=0

qm−1

(r + 1)[q]
ϕmv, (0 < q < 1)

for all r, v ∈N, where r[q] is the q-analog of r ∈N0. Then, the necessary and sufficient conditions thatΦ is in any one
of the classes (eα,β0 (q) → Xq

0), (eα,β0 (q) → Xq
c ), (eα,βc (q) → Xq

0) and (eα,βc (q) → Xq
c ) is determined from the respective

ones in Corollaries 4.2 and 4.3, by replacing the elements of the matrix Φ by those of matrix Cq, where Xq
0 and Xq

c are
q-Cesàro sequence spaces defined by Demiriz and Şahin [18].

Corollary 4.6. Let Φ = (ϕrv) be an infinite matrix and define the matrix C̃ = (Crv) by

C̃rv =

r∑
m=0

CmCr−l

Cr+1
ϕmv, (r, v ∈N0)

where (Cr) are sequence of Catalan numbers. Then, the necessary and sufficient conditions that Φ is in any one of the
classes (eα,β0 (q)→ c0(C̃)), (eα,β0 (q)→ c(C̃)), (eα,βc (q)→ c0(C̃)) and (eα,βc (q)→ c(C̃)) is determined from the respective
ones in Corollaries 4.2 and 4.3, by replacing the elements of the matrix Φ by those of matrix C̃, where c(C̃) and c0(C̃)
are Catalan sequence spaces defined by İlkhan [19].

Corollary 4.7. Let Φ = (ϕrv) be an infinite matrix and define the matrix F = ( frv) by

frv =

r∑
m=0

f 2
m

fr fr+1
ϕmv, (r, v ∈N0)

where ( fr) are sequence of Fibonacci numbers. Then, the necessary and sufficient conditions that Φ is in any one
of the classes (eα,β0 (q) → ℓ∞(F)), (eα,β0 (q) → c(F)), (eα,β0 (q) → c0(F)), (eα,βc (q) → ℓ∞(F)), (eα,βc (q) → c(F)) and
(eα,βc (q) → c0(F)), is determined from the respective ones in Corollaries 4.2 and 4.3, by replacing the elements of the
matrix Φ by those of matrix F, where ℓ∞(F), c(F) and c0(F) are Fibonacci sequence spaces defined by Kara and Başarır
[23].

5. Compactness by Hmnc

It is known from Theorem 3.2.4 (a) of [33] that if S and T are any two BK-spaces, then every matrix
Φ ∈ (S → T) defines a linear operator CΦ ∈ B(S → T), where CΦs = Φs for all s ∈ S. Moreover, if S ⊃ σ
is a BK-space and Φ ∈ (S → T) then ∥CΦ∥ = ∥Φ∥(S→T) = supr∈N0

∥|Φr∥
†

S < ∞ (see [29, Theorem 1.23]), where
σ represents the set all sequences that terminate in zeroes. The following Lemmas are essential for our
investigation:

Lemma 5.1. ℓβ∞ = cβ = cβ0 = ℓ1. Further, if S ∈ {ℓ∞, c, c0}, then ∥s∥†S = ∥s∥ℓ1 .

Lemma 5.2. [29, Theorem 2.15] Let H be a bounded subset in c0 and define the operator πr : c0 → c0 by
πr(s0, s1, s2 . . .) = (s0, s1, s2 . . . , sr, 0, 0, . . .) for all s = (sr) ∈ c0, then

χ(H) = lim
r→∞

(
sup
r∈H
∥(I − πr)(s)∥

)
,

where I is the identity operator on c0.

Lemma 5.3. [36, Theorem 3.7] Let S ⊃ σ be a BK−space. Then, the following statements hold:

(a) If Φ ∈ (S→ c0), then ∥CΦ∥χ = lim sup
r→∞

∥Φr∥
†

S and CΦ is compact if and only if lim
r→∞
∥Φr∥

†

S = 0.
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(b) If S has AK and Φ ∈ (S→ c), then

1
2

lim sup
r→∞

∥∥∥Φr − ϕ
∥∥∥†

S
≤ ∥CΦ∥χ ≤ lim sup

r→∞

∥∥∥Φr − ϕ
∥∥∥†

S

and CΦ is compact if and only if lim
r→∞

∥∥∥Φr − ϕ
∥∥∥†

S
= 0, where ϕ = (ϕv) with ϕv = lim

r→∞
ϕrv for all v ∈N0.

(c) If Φ ∈ (S→ ℓ∞), then 0 ≤ ∥CΦ∥χ ≤ lim sup
r→∞

∥Φr∥
†

S and CΦ is compact if and only if lim
r→∞
∥Φr∥

†

S = 0.

In the rest of the paper, Rm is the subcollection of R consisting of subsets of N0 with elements that are
greater than m.

Lemma 5.4. [36, Theorem 3.11] Let S ⊃ σ be a BK−space. If Φ ∈ (S→ ℓ1), then

lim
m→∞

sup
R∈Rm

∥∥∥∥∥∥∥∑r∈R

Φr

∥∥∥∥∥∥∥
†

S

 ≤ ∥CΦ∥χ ≤ 4 · lim
m→∞

sup
R∈Rm

∥∥∥∥∥∥∥∑r∈R

Φr

∥∥∥∥∥∥∥
†

S


and CΦ is compact if and only if lim

m→∞

sup
R∈Rm

∥∥∥∑r∈RΦr

∥∥∥†
S

 = 0.

Lemma 5.5. [36, Theorem 4.4, Corollary 4.5] Let S ⊃ σ be a BK−space and let

∥Φ∥[r]
bs =

∥∥∥∥∥∥∥
r∑

v=0

Φv

∥∥∥∥∥∥∥
†

S

.

Then, the following statements hold:

(a) If Φ ∈ (S→ cs0), then ∥CΦ∥χ = lim sup
r→∞

∥Λ∥[r]
(S→bs) and CΦ is compact if and only if lim

r→∞
∥Φ∥[r]

(S→bs) = 0.

(b) If S has AK and Φ ∈ (S→ cs), then

1
2

lim sup
r→∞

∥∥∥∥∥∥∥
r∑

v=0

Φv − ϕ̃

∥∥∥∥∥∥∥
†

S

≤ ∥CΦ∥χ ≤ lim sup
r→∞

∥∥∥∥∥∥∥
r∑

v=0

Φv − ϕ̃

∥∥∥∥∥∥∥
†

S

and CΦ is compact if and only if lim sup
r→∞

∥∥∥∑r
v=0Φv − ϕ̃

∥∥∥†
S
= 0, where ϕ̃ = (ϕ̃v) with ϕ̃v = lim

r→∞

∑r
m=0 ϕmv for

all v ∈N0.
(c) If Φ ∈ (S→ bs), then 0 ≤ ∥CΦ∥χ ≤ lim sup

r→∞
∥Φ∥[r]

(S→bs) and CΦ is compact if and only if lim
r→∞
∥Φ∥[r]

(S→bs) = 0.

Lemma 5.6. Let S be a sequence space andΦ = (ϕrv) be an infinite matrix. IfΦ ∈ (eα,β0 (q)→ S), thenΘ ∈ (c0 → S)
and Φs = Θt for all s ∈ eα,β0 (q), where the matrix Θ = (θrv) is defined in (9).

Proof. Let Φ ∈ (eα,β0 (q) → S) and s ∈ eα,β0 (q). Then Φr = (ϕrv)v∈N0 ∈

[
eα,β0 (q)

]β
for all r ∈ N0. Consider the

following equality,

(Θt)v =

∞∑
v=0

θrvtv

=

∞∑
v=0

 ∞∑
m=v

(−1)m−v

[m
v
]

qq(m−v
2 )βm−v(α + β)v

q

αmq(m
2)

ϕrm


 1

(α + β)v
q

v∑
l=0

[
v
l

]
q
q( l

2)αlβv−lsl


=

∞∑
v=0

ϕrvsv = (Φs)v (23)
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for all v ∈ N0, where the sequence t = (tv) is the Eα,β(q)-transform of the sequence s = (sv). Thus, we
realize that Θr is absolutely summable for each r ∈ N0 and Θt ∈ S. This yields the desired consequence
Θ ∈ (c0 → S).

Theorem 5.7. The following statements hold:

(a) If Φ ∈ (eα,β0 (q)→ c0), then ∥CΦ∥χ = lim sup
r→∞

∑
∞

v=0 |θrv| .

(b) If Φ ∈ (eα,β0 (q)→ c), then

1
2

lim sup
r→∞

∞∑
v=0

|θrv − θ| ≤ ∥CΦ∥χ ≤ lim sup
r→∞

∞∑
v=0

|θrv − θ| ,

where θ = (θv) and θv = lim
r→∞
θrv for each v ∈N0.

(c) If Φ ∈ (eα,β0 (q)→ ℓ∞), then 0 ≤ ∥CΦ∥χ ≤ lim sup
r→∞

∑
∞

v=0 |θrv| .

(d) If Φ ∈ (eα,β0 (q)→ ℓ1), then

lim
m→∞

∥Φ∥[m]

(eα,β0 (q)→ℓ1)
≤ ∥CΦ∥χ ≤ 4 lim

m→∞
∥Φ∥[m]

(eα,β0 (q)→ℓ1)
,

where ∥Φ∥[m]

(eα,β0 (q)→ℓ1)
= supR∈Rm

∑
∞

v=0

∣∣∣∑r∈R θrv

∣∣∣ .
(e) If Φ ∈ (eα,β0 (q)→ cs0), then ∥CΦ∥χ = lim supr→∞

(∑
∞

v=0

∣∣∣∑r
l=0 θlv

∣∣∣) .
(f) If Φ ∈ (eα,β0 (q)→ cs), then

1
2

lim sup
r→∞

 ∞∑
v=0

∣∣∣∣∣∣∣
r∑

l=0

θlv − θ̃

∣∣∣∣∣∣∣
 ≤ ∥CΦ∥χ ≤ lim sup

r→∞

 ∞∑
v=0

∣∣∣∣∣∣∣
r∑

l=0

θlv − θ̃

∣∣∣∣∣∣∣
 ,

where θ̃ = (θ̃v) with θ̃v = lim
r→∞

∑r
l=0 θlv for each v ∈N0.

(g) If Φ ∈ (eα,β0 (q)→ bs), then 0 ≤ ∥CΦ∥χ ≤ lim sup
r→∞

(∑
∞

v=0

∣∣∣∑r
l=0 θlv

∣∣∣) .
Proof. (a) Let Φ ∈

(
eα,β0 (q)→ c0

)
.We observe that

∥Φr∥
†

eα,β0 (q)
= ∥Θr∥

†

c0
= ∥Θr∥ℓ1 =

∞∑
v=0

|θrv|

for r ∈N0.We realize on employing Part (a) of Lemma 5.3 that

∥CΦ∥χ = lim sup
r→∞

 ∞∑
v=0

|θrv|

 .
(b) Notice that

∥Θr − θ∥
†

c0
= ∥Θr − θ∥ℓ1 =

r∑
v=0

|θrv − θv| (24)

for each r ∈ N. Now, let Φ ∈ (eα,β0 (q)→ c), then Lemma 5.6 implies that Θ ∈ (c0 → c). Employing Part
(b) of Lemma 5.3, we deduce that

1
2

lim sup
r→∞

∥Θr − θ∥
†

c0
≤ ∥CΦ∥χ ≤ lim sup

r→∞
∥Θr − θ∥

†

c0
,
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which in the light of (24) yields us

1
2

lim sup
r→∞

∞∑
v=0

|θrv − θv| ≤ ∥CΦ∥χ ≤ lim sup
r→∞

∞∑
v=0

|θrv − θv|

which is the desired result.
(c) The proof is analogous to the proof of Part (a). Hence details are excluded.
(d) We have∥∥∥∥∥∥∥∑r∈R

Θr

∥∥∥∥∥∥∥
†

c0

=

∥∥∥∥∥∥∥∑r∈R

Θr

∥∥∥∥∥∥∥
ℓ1

=

∞∑
v=0

∣∣∣∣∣∣∣∑r∈R

θrv

∣∣∣∣∣∣∣ . (25)

Let Φ ∈ (eα,β0 (q)→ ℓ1). Then Lemma 5.6 implies that Θ ∈ (c0 → ℓ1) . Hence, by employing Lemma 5.4,
we get

lim
m→∞

sup
R∈Rm

∥∥∥∥∥∥∥∑r∈R

Θr

∥∥∥∥∥∥∥
†

c0

 ≤ ∥CΦ∥χ ≤ 4 · lim
m→∞

sup
R∈Rm

∥∥∥∥∥∥∥∑r∈R

Θr

∥∥∥∥∥∥∥
†

c0


which further reduces on using (25) to

lim
m→∞

∥Φ∥[m]

(eα,β0 (q)→ℓ1)
≤ ∥CΦ∥χ ≤ 4 lim

m→∞
∥Φ∥[m]

(eα,β0 (q)→ℓ1)
,

as desired.
(e) Notice that∥∥∥∥∥∥∥

r∑
l=0

Φl

∥∥∥∥∥∥∥
†

eα,β0 (q)

=

∥∥∥∥∥∥∥
r∑

l=0

Θl

∥∥∥∥∥∥∥
†

c0

=

∥∥∥∥∥∥∥
r∑

l=0

Θl

∥∥∥∥∥∥∥
ℓ1

=

∞∑
v=0

∣∣∣∣∣∣∣
r∑

l=0

θlv

∣∣∣∣∣∣∣ ,
which on using Part (a) of Lemma 5.5 yields

∥CΦ∥χ = lim sup
r→∞

 ∞∑
v=0

∣∣∣∣∣∣∣
r∑

l=0

θlv

∣∣∣∣∣∣∣
 .

(f) We have∥∥∥∥∥∥∥
r∑

l=0

Θl − θ̃

∥∥∥∥∥∥∥
†

c0

=

∥∥∥∥∥∥∥
r∑

l=0

Θl − θ̃

∥∥∥∥∥∥∥
ℓ1

=

∞∑
v=0

∣∣∣∣∣∣∣
r∑

l=0

θlv − θ̃v

∣∣∣∣∣∣∣ (26)

for each r ∈ N0. Let Φ ∈ (eα,β0 (q)→ cs). Then Lemma 5.6 implies that Θ ∈ (c0 → cs). Thus with the aid
of Part (b) of Lemma 5.5, we deduce that

1
2

lim sup
r→∞

∥∥∥∥∥∥∥
r∑

l=0

Θl − θ̃v

∥∥∥∥∥∥∥
†

c0

≤ ∥CΦ∥χ ≤ lim sup
r→∞

∥∥∥∥∥∥∥
r∑

l=0

Θl − θ̃l

∥∥∥∥∥∥∥
†

c0

,

which on using (26) yields us

1
2

lim sup
r→∞

∑
v=0

∣∣∣∣∣∣∣
r∑

l=0

θlv − θ̃v

∣∣∣∣∣∣∣
 ≤ ∥CΦ∥χ ≤ lim sup

r→∞

 ∞∑
v=0

∣∣∣∣∣∣∣
r∑

l=0

θlv − θ̃v

∣∣∣∣∣∣∣
 ,

as desired.
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(g) This proof is analogous to proof of Part (e). Hence details are excluded.

Now, we have the following corollaries:

Corollary 5.8. The following statements hold:

(a) Let Φ ∈ (eα,β0 (q)→ c0), then CΦ is compact if and only if lim
r→∞

∞∑
v=0
|θrv| = 0.

(b) Let Φ ∈ (eα,β0 (q)→ c), then CΦ is compact if and only if lim
r→∞

(
∞∑

v=0

∣∣∣θ̃i j − θ̃ j

∣∣∣) = 0.

(c) Let Φ ∈ (eα,β0 (q)→ ℓ∞), then CΦ is compact if and only if lim
r→∞

∞∑
v=0
|θrv| = 0.

(d) Let Φ ∈ (eα,β0 (q)→ ℓ1), then CΦ is compact if and only if lim
m→∞

sup
R∈Rm

(
∞∑

v=0

∣∣∣∣∣∑
r∈R
θrv

∣∣∣∣∣)
 = 0.

(e) Let Φ ∈ (eα,β0 (q)→ cs0), then CΦ is compact if and only if lim sup
r→∞

(
∞∑

v=0

∣∣∣∣∣∣ r∑
l=0
θlv

∣∣∣∣∣∣
)
= 0.

(f) Let Φ ∈ (eα,β0 (q)→ cs), then CΦ is compact if and only if lim sup
r→∞

(
∞∑

v=0

∣∣∣∣∣∣ r∑
l=0
θlv − θ̃

∣∣∣∣∣∣
)
= 0.

(g) Let Φ ∈ (eα,β0 (q)→ bs), then CΦ is compact if and only if lim sup
r→∞

(
∞∑

v=0

∣∣∣∣∣∣ r∑
l=0
θlv

∣∣∣∣∣∣
)
= 0.

6. Point spectrum of Eα,β(q) on c (set of convergent sequences)

In the present section, we compute the point spectrum of the q-Euler operator Eα,β(q) on the space c of
convergent sequences.

Let S , {θ} be a complex normed space and Ψ be any linear operator that maps domain of Ψ to S. By
Ψ∗ and B(S), we shall denote the adjoint of Ψ and the set of all bounded linear operators on S into itself,
respectively. DenoteΨµ = Ψ − µI, where µ ∈ C and I is the identity operator on the domain ofΨ. Then the
operator Ψ−1

µ = (Ψ − µI)−1 is called the resolvent operator of Ψ, given that Ψµ is invertible. Define the set
ζp(Ψ,S) by

ζp(Ψ,S) = {µ ∈ C : Ψ−1
µ does not exist}.

Then the set ζp(Ψ,S) is called point spectrum of Ψ over the space S. Recently, Yıldırım [49] studied the
fine spectrum of q-analogue C(q) of Cesàro operator C of order 1 over the space c0. For more details on
spectrum and the fine spectrum of well known operators in literature, one may refer [48] and the references
mentioned therein, in which the author has provided a detailed survey of spectrum of well known triangles.

Lemma 6.1. The matrix Φ = (ϕrv) gives rise to a bounded linear operator Ψ ∈ B(c) if and only if lim
r→∞
ϕrv = ϕv for

each v ∈N0 and sup
r∈N0

∞∑
v=0

∣∣∣ϕrv

∣∣∣ < ∞. Further, ∥Ψ∥ = sup
r∈N0

∞∑
v=0

∣∣∣ϕrv

∣∣∣ .
Theorem 6.2. Eα,β(q) ∈ B(c) and

∥∥∥Eα,β(q)
∥∥∥

(c→c)
= 1.

Proof. We recall that the matrix Eα,β(q) is conservative. That is limr→∞ eα,βrv exists, for each v ∈ N0. Further-
more

∥∥∥Eα,β(q)
∥∥∥

c→c = sup
r∈N

∞∑
v=0

|eα,βrv | = sup
r∈N0

 r∑
v=0

q(v
2)[r

v
]

qα
vβr−v

(α + β)r
q

 = sup
r∈N

( (α + β)r
q

(α + β)r
q

)
= 1.

This completes the proof.
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Theorem 6.3. Let 0 < q < 1. Then ζp(Eα,β(q), c) = ∅.

Proof. On the contrary, we assume that ζp(Eα,β, c) , ∅. Then there exists atleast one non-zero sequence
s = (sv) ∈ c with Eα,β(q)s = µs. This gives us the following system of equations:

s0 = µs0

β

[1
0
]

q

(α + β)q
s0 + α

[1
1
]

q

(α + β)q
s1 = µs1

β2

[2
0
]

q

(α + β)2
q

s0 + αβ

[2
1
]

q

(α + β)2
q

s1 + α
2

q(2
2)[2

2
]

q

(α + β)2
q

s2 = µs2

...

βv

[v
0
]

q

(α + β)v
q

s0 + αβ
v−1

[v
1
]

q

(α + β)v
q

s1 + . . . + α
v−1β

q(v−1
2 )[ v

v−1
]

q

(α + β)v
q

sv−1 + α
v

q(v
2)[v

v
]

q

(α + β)v
q

sv = µsv

...

Let sv be the first non-zero component of s, then we get µ = αv q(v
2)

(α+β)v
q
. Taking this in account, the next terms

sv+1, sv+2, . . . are obtained as

sv+1 =

[
v + 1

v

]
q
sv

sv+2 =

[
v + 2

v

]
q
sv

sv+3 =

[
v + 3

v

]
q
sv

...

sr =

[
r
v

]
q
sv

sr+1 =

[
r + 1

v

]
q
sv

...

Thus

sr+1

sr
=

(r + 1)[q]
(r + 1 − v)[q]

≥ 1.

Thus we realize that the sequence (sv) is not a sequence in c, which is a contradiction to our assumption.
This completes the proof.
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[7] F. Başar and R. Çolak, Summability theory and its applications, Bentham Science Publisher, İstanbul, Turkey, 2012.
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