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Abstract. Time series with non-Gaussian marginal distribution are of
great interest nowdays. The time series with exponential marginal distribu-
tion are considered in this paper. The method of linear prediction is appli-
cated to the exponential moving average EMA(1) and the exponential autoreg-
ressive EAR(1) time series. Some difficulties of inverting the matrix of the
system of linear equations for solving the unkndwn coefficients of the predi-
ction are presented.

1. Introduction

One of the important problems in time series analysis is the following:
Given n observations on a realization, predict the (m+s)th observation in the
realization where 8 is a positive integer. This problem was investigated by
many authors and for different types of time series. In this paper, we shall
investigate linear predictors for the time series with exponential marginal
distribution. As it is necessary to have a criterion by which the performance
of a predictor is measured, we adopt the usual one, the mean square error of
the predictor. The solution for the Gaussian time series is well known ( see
for instance [1] ). Theoretically, there is no difficalty to apply the above
method in predicting the stationary time series with exponential marginals.
So, the chapter 2 is refered to the general case, but two following chapters
are refered to the first order moving averase and the first order autoregre-
ssive time series with exponential marginal distribution with parameter ».

The last chapter is about the matrices of the systems of linear equati-
ons for solving the coefficients of the predictions.
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2. General Case

Let us have m cbservations on a realization x:(X1,...,Xn§T of the sta-
tionary time series {Xi:iﬁ(o,ij,:?,...)} with exponential marginal distri-
bution with parameter a (real and positive). The best linear prediction of
the process {Xi} for s periods ahead ( s being a positive integer ) according
to the mean square error method is Xn+s(x1,...,xn}=xTas, where a_ is the un-
known vector of coefficients of the linear prediction.

Let us set the theorem:

THEOREM, Let { Xi:ie(qi1,:?,...)3 be a stationary real valued time
series with exponential marginal distribution and known autocovariance structure.
The best linear prediction of the process {Xi) in the moment n+s (n and
s being positive integers), using n observations on the realization of { Xi}
according to the mean square error method is given by

T
(2.1) Kn+s(x1,x2,...,xn) = xa

where

(2.2) x = (Xy 1Ky ennX)

(2.3) a = v;nvns ’ V;n is the Moore-Penrose generalized invers of vnn
T

(2.4) vnn' E{xx)

(2.5) Vhs = E(xXn+S)

PROOF. The expression for the mean square error is

(2.6) M= E[(X

T T T T T, T
e XX =% as)] = E(X2 )-V__a -aV _+aV a

n+s’ ns"s s ns s nn s.
To minimize it with respect to the vector of linear coefficients ag, it should

be derived and equated with zero. It follows that

T o T
asvnn—' vns

Finally
_ +:
ag = vnnvns

because of the simetry of the matrix vnn‘

Let us remark that the prediction of the exponential time series will not

depend on the parameter of its exponential distribution.
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3. The Prediction of the EMA(1) Time Series

It is not difficult to apply the result of the chapter 2 in predicting
the EMA(1) time series defined by Lawrance and Lewis [2] 1977.
We consider the time series {Xi) defined as

PE; with probability [ 0¢ P£1
(3.1) Xiz

b€ +€;_4 with probability 1-{b 1=0,+1,42,...
where {€ i} is the sequence of the independent identically distributed random
variables with exponential distribution of parameter A . It is well known that
Xi has the exponential marginal distribution with the same parameter » for
each i=0+1,....

As the covariance structure of the process is given as

* , |i~3]=0
1 ;
(3.2) Cov()(i,xj)= szm_p), li-j]=1

0 , |i-dl=1
it follows that
2 i,
I |i-3]=0
% E(X,X.)=x,.={ B P
(3.3) { o J) le 3? ,il'J|=1
1 v
'iz v |i'J I>1

That is the vector of m components vns and the square matrix \fm are

1
=(1,1,...,1,B) for s=1
T_ Aa 9 'y R _ -l (B) - R
(3.4) Vns® " y vnn-l:xl'..j‘l')fwnn ' B'h{b-P
7‘2(1,1,...,1,1) for s31
where square matrix Hr(:;) depends only on the parameter fb , i.e. does not
depend on .

2 B 1 1 ... 1 11

B 2B 1 ... 111

1B 2B ... 1 11

(@) _ | sereerreeenenneneenns -

(3.8F W' | sensmsussstsmeniss
1111 ... 2B 1

11171 ... B 2B

LY 31 Domes 1 B 2]

It is obvious that
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o ool (B) oo . (B) )
zi:1zj=1xiwij + Bzi:1xiwin for s=1
(3.6) b4 B
n on (B)
21 1%3= 1X1 ij
does not depend on %, where wi?)

for s»1

is to be the element in the ith row and jth
column of the inverse matrix of the matrix H(B)

It is interesting to discuss the inversion of the matrix H{B) (See the
Appendix.)

EXAMPLE 3.1. Suppose that we have two observations on the realization

= (X B

The matrix ng) is not singular for pé[0,1], so, the prediction for the EMA(1)

process in the above sense is
(4-B2)""((2-B*)X +BX,)  for s=1
x2+s 5 1
(2+B) (X1+X2) for s31

The error of the prediction (3.6) is

(3.7 E(Jx 2) =

n+s” n+s

n-1 (B) n=1 (B)

,,‘2(1 T s -2t -peu () 50 %, (3071 (B)+2BW(B)) pa BB

J.1k11k ,]1
s=1
w0 {B){B))

(B)
;ﬁ‘”ﬂuug % e 1% (%] 3215121915 W ) 82T

4. The Prediction of the EAR(1) Time Series

Another type of exponential time series defined by Lawrance and Lewis [3]

1980. is the first order autoregressive exponential time series. It was defined
as

P4 with probability ¢ 0281
(L.1) Xi=
$%;_{+E; with probability 1-¢ J i=0,+1,42,...

where {El} WAs the sequence of the independent identically distributed random
variables with exponential distribution of parameter A.
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In this case the matrix vnn has the form

R -
2y Nsle)e AZ( ) (1929 - e2)(1+ )"

where the matrix Hég) (B) defined in (3.5)

except the elements B above and under the main dlagonal which are now repla-
ced by the funetion R (4.2) because of the expectation

has the same form as the matrix W

2 -

e ll'JI=0
4. E(X.X:)=x, ;= ..
T % o limal=

1 o

P |1'J|>1

The problem of iverting the matrix HﬁE) is also interesting and will be
discussed in the Appendix.
The vector Vhs will be

%?(1,1,...,1,H} for s=1

(4.4) Ve =

';'\2{1,1,...,1,1) for szl

As it can be seen, the prediction will not depend on A and will be

n n-1, (R) (R) )

brattyr®¥ig ¢ REL. Xy’ for s=1
(4.5) Xn+s: o i

21-123 e i for s»i

The error of the prediction of the EAR(1) time series after the predic-

tion in the sense of the mean square error method, which was used above, is

(4.6) E(I)(n+s n+s|2)=

n-1;n-1_(R) n=1 (R) 2 (R)y on s n=1 (R),n-1 W(R) (R)

)2(1 T L L it X L ISR TR R T S A A PO B
o (R),(R) _
E szln kn P s w5l
sh gn (R) n .n (R) (R)
‘—1 j= ke ij )+21-1 k= 1x1k{83 121 1w13 kl ) r 82
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5. ix

The point of the linear prediction by the mean square error methed is
the inverting of the matrix \‘nn. This problem is to be discussed in the connec-
tion with every concrete type of time series with exponential marginals, as
well as with every order of the considered type.

Two special time series mentioned in this paper have the matrices Ur(lg)
and '1'(12) to be inverted. The concerning determinants are equal to n+1 when (=0
and € =0 [4]. We should like to know if there is any value for f and @ for
which the matrices would be singular and Moore-Penrose inverse would be needed.
In order to make some approach to this problem, we shall set some numerical
results.

Let us consider Hr(ag) first. This matrix and its determinant depends on
the polyncmial B (3.4) which graphic representation is given approximately on
the figure 1. So, Be[1, 1.25] for @e[0,1].1t is important to remark that we
may cosider only pe[o, 0.5] because of the symmetry of the function B. The
approximate numerical values for the determinant of the matrix "r(xg) for 4
with step 0.1 and for several different values of n can be found in the table
1. It is obvious that the determinant of the matrix Hr(irB\)
large enough n and (5 near to 0.5 and we must take care of that if we need
approximate values of the determinant.

The orther matrix Hl'(ls)
approximate graphic representation is given on the figure 2. We can calculate
that Re[1, 4-2/2] for &[0, 1). It is remarkable that it is also enough to
watch only the part of the interval for @ , i.e. 9€[0, v2-1|. Some of the

is near to zero for

depends on the rational function R (U4.2) which

approximate numerical values for the determinant of the matrix "l’('lg) for @
with step 0.1 and different values for n are given in the table 2.
& | ®
I
% [
TN, I -
|

Fig. 1 Fig. 2
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Table 1 Table 2

Etgj 0 0.1 0.2 0.3 0.4 0.5 5:§, 0 0.1 0.2 0.3 0.4
5| 6  5.21 0.50 3.96 3.63 3.52 2173 2.83 2.72 2.65 2.63
101 11 8.93 6.92 5.43 U4.56 K4.28 3| 4 3.66 3.43 3.30 3.26
20| 21 15.48 9.87 6.25 H4.46 3.93 ul 5 4,48 4,41 3.91 3.84
30| 31 20.9% 11.06 5.68 3.45 2.86 51 6 5.28 4.78 4,48 U4.38
ng| 41 25.45 11.16 4.65 2.40 1.88 1011 9.15 T.71 6.87 6.58
50| 51 29.12 10.60 3.59 1.58 1.16 20|21 16.11 12.00 9.75 8.99
60 0.69 30(31 22.12 14.65 10.87 9.66
70 0.40 uo 9.35
8o 0.23 50 8.52
90 0.13 90 u. b2
100 0.07 100 3.60
104 0.06
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Biljana C. Popovié
PROGNOZE EKSPONENCIJALNIH VREMENSKIH
SERIJA PRVOG REDA

U novije vreme velike interesovanje pobuduju negausovske vremenske serije.
U ovom radu se posmatraju vremenske serije sa eksponencijalnom marginalnom ras=
podelom. Primenjuje se metod linearnog prognoziranja na eksponencijalne pokret-
ne sredine EMA(1) i eksponencijalne autoregresivne vremenske serije EAR(1). Po-
sebno je istakmut problem inverzije matrice sistema linerarnih jednadina za od-
redivanje nepoznatih koeficijenata prognoze.

Filozofskl fakultet
18 000 Nis
Jugoslavi ja




	1.pdf (p.1-32)
	2.pdf (p.33-62)
	3.pdf (p.63-86)



