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#### Abstract

In this paper, we investigate the concept of demicompactness and we establish some new results in Fredholm theory connected with the existence of selections of a given linear relation and we explore the possibility of finding a selection demicompact for some linear relation demicompact. Moreover, we give the relationship of the resolvent set between the linear relation with its selection. Furthermore, we give an application to matrix linear relation.


## 1. Introduction

Let $X$ is a infinite dimensional vector spaces over $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$. $T$ multivalued linear operator or simply a linear relation $T: X \rightarrow X$ is a mapping from a subspace $\mathcal{D}(T)$ of $X$, called the domain of $T$, into $P(X) \backslash\{\emptyset\}$ (the collection of non empty subsets of $X$ ) such that $T\left(\alpha x_{1}+\beta x_{2}\right)=\alpha T\left(x_{1}\right)+\beta T\left(x_{2}\right)$ for all non zero scalars $\alpha, \beta \in \mathbb{K}$ and $x_{1}, x_{2} \in \mathcal{D}(T)$. If $T$ maps the points of its domain to singletons, then $T$ is said to be a single valued linear operator or simply an operator, which is equivalent to $T(0)=\{0\}$. We denote by $\mathcal{L} R(X)$ the class of linear relations everywhere defined. Let $T \in L \mathcal{R}(X)$ is uniquely determined by its graph $G(T)$, which is defined by:

$$
G(T):=\{(x, y) \in X \times X: x \in \mathcal{D}(T), y \in T x\}
$$

so that we can identify $T$ with $G(T)$. The closure of $T$, denoted by $\bar{T}$, is the linear relation defined by $G(\bar{T}):=\overline{G(T)}$. We denote by $C \mathcal{R}(X)$ the class of all closed linear relations on $X$, and we denote by $C(X)$ the set of all closed, densely defined linear operators on $X$. The inverse of $T$ is a linear relation $T^{-1}$ given by $G\left(T^{-1}\right):=\{(x, y) \in X \times X:(x, y) \in G(T)\}$. If $G(T)$ is closed, then T is said to be closed. We design by $R(T)=T(\mathcal{D}(T))$ the range of $T$. $T$ is called surjective if $R(T)=Y$. The subspace $N(T):=T^{-1}(0)$ is called the null space of $T$. $T$ is called injective if $N(T)=\{0\}$, that is, if $T^{-1}$ is a single valued linear operator. Notice that when $x \in \mathcal{D}(T)$,

$$
y \in T x \text { if, and only if, } T x=y+T(0)
$$

For $T$ and $S \in L \mathcal{R}(X)$, the notation $T \subset S$ means that $G(T) \subset G(S)$. The linear relation $T+S$ is defined by:

$$
G(T+S):=\{(x, y) \in X \times X: y=u+v \text { with }(x, u) \in G(T),(x, v) \in G(S)\} .
$$

[^0]Let $T \in L \mathcal{R}(X)$ and $S \in L \mathcal{R}(Y, Z)$ where $R(T) \cap \mathcal{D}(S) \neq \emptyset$. The product of $S T$ is defined by:

$$
G(S T):=\{(x, z) \in X \times Z:(x, u) \in G(T) \text { and }(u, z) \in G(S) \text { for some } u \in Y\}
$$

Let $Q_{T}$ denote the quotient map from $X$ onto $X / \overline{T(0)}$. We shall denote $Q_{\overline{T(0)}}$ by $Q_{T}$. Clearly $Q_{T} T$ is a single valued operator and the norm of $T$ is defined by $\|T\|:=\left\|Q_{T} T\right\|$. We say that $T$ is continuous if for each neighborhood $V$ in $R(T), T^{-1}(V)$ is a neighborhood in $\mathcal{D}(T)$ (equivalently $\|T\|<\infty$ ); bounded if its continuous with $\mathcal{D}(T)=X$; open if $T^{-1}$ is continuous equivalently $\gamma(T)>0$ where $\gamma(T)$ is the minimum modulus of $T$ defined by

$$
\gamma(T):=\sup \{\lambda \geq 0: \lambda d(x, N(T)) \leq\|T x\| \text { for } x \in \mathcal{D}(T)\}
$$

where $d(x, N(T))$ is the distance between $x$ and $N(T)$. We denote the class of all bounded linear relations from $X$ by $B \mathcal{R}(X)$ and we denote by $\mathcal{L}(X)$ the set of all bounded linear operators on $X$. We denote the class of compact linear relations from $X$ by $K \mathcal{R}(X)$. We denote by $\mathcal{K}(X)$ the subspace of compact operators on $X$.

If $M$ and $N$ are subspaces of $X$ and of the dual space $X^{\prime}$ respectively, then

$$
M^{\perp}:=\left\{x^{\prime} \in X^{\prime}: x^{\prime}(x)=0 \text { for all } x \in M\right\}
$$

and

$$
N^{\top}:=\left\{x \in X: x^{\prime}(x)=0 \text { for all } x^{\prime} \in N\right\} .
$$

The conjugate of $T \in L \mathcal{R}(X, Y)$ is the linear relations $T^{\prime}$ defined by $G\left(T^{\prime}\right):=G\left(-T^{-1}\right)^{\perp} \subset Y^{\prime} \times X^{\prime}$, so that $\left(y^{\prime}, x^{\prime}\right) \in G\left(T^{\prime}\right)$ if and only if $y^{\prime}(y)=x^{\prime}(x)$ for all $(x, y) \in G(T)$. For $T \in L \mathcal{R}(X)$, we write $\alpha(T):=\operatorname{dim} N(T)$, $\beta(T):=\operatorname{dim} X / R(T), \bar{\beta}(T):=\operatorname{dim} Y / \overline{R(T)}$ and the index of $T$ is the quantity $i(T):=\alpha(T)-\beta(T)$ provided that $\alpha(T)$ and $\beta(T)$ are not both infinite. The classes of upper semi-Fredholm and lower semi-Fredholm from X into Y are defined respectively by

$$
\Phi_{+}(X):=\{T \in C \mathcal{R}(X): \alpha(T)<\infty \text { and } R(T) \text { is closed }\},
$$

and

$$
\Phi_{-}(X):=\{T \in C \mathcal{R}(X): \beta(T)<\infty \text { and } R(T) \text { is closed }\} .
$$

$\Phi(X):=\Phi_{+}(X) \cap \Phi_{-}(X)$ is the set of Fredholm relations from $X$ into $X$.
In this paper, we are concerned with the following essential spectrum of a closed linear relation $T$

$$
\begin{aligned}
\sigma_{e}(T) & :=\{\lambda \in \mathbb{C}: \lambda-T \in \Phi(X)\} . \\
\sigma_{e 1}(T) & :=\left\{\lambda \in \mathbb{C}: \lambda-T \in \Phi_{+}(X)\right\} .
\end{aligned}
$$

Definition 1.1. A bounded operator $S$ is called a essential inverse of the closed operator $T$ if
(i) $R(S) \subset \mathcal{D}(T)$ and $T S=I+K_{1}$, where $K_{1} \in \mathcal{K}(X)$.
(ii) $S T=I+K_{2}, K_{2} \in \mathcal{K}(X)$.

Let $T_{\lambda}(T):=T_{i}\left[\left(\lambda-\lambda_{i}\right) T_{i}+I\right]^{-1}$ for all $\lambda \in \Phi_{i}(T) \backslash \Phi_{i}^{0}(T)$ such that

$$
\Phi_{i}^{0}(T)=\left\{\mu \in \mathbb{C}: \frac{-1}{\mu-\lambda_{i}} \sigma\left(T_{i}\right)\right\} \cap \Phi_{i}(T)
$$

and $T_{i}$ is the bounded operator satisfying:

$$
\begin{aligned}
& T_{i}\left(\lambda_{i}-T\right)=I-P_{1 i} \text { on } \mathcal{D}(T) \\
& \left(\lambda_{i}-T\right) T_{i}=I-P_{2 i} \text { on } X
\end{aligned}
$$

where $P_{1 i}$ and $P_{2 i}$ are two projection bounded finite rank operators. The operator $T_{\lambda}(T)$ is shown in [38] to be a essential inverse of $(\lambda-T)$.

The concept of Fredholm operators is one of the attempts to understand the classical Fredholm theory of integral equations. Further important contributions were due to A. Jeribi [33] who gave a simple and unified treatment of this theory which covered all the basic points while avoiding some of the involved concepts (see also [2]-[22]). Recently, W. Chaker, A. Jeribi and B. Krichen [32] have utilized demicompact operators in order to investigate the essential spectra of closed linear operators. In [34] B. Krichen introduced the relative demicompactness class with respect to a given closed linear operator as a generalization of the demicompactness notion. Lately, in [29] A. Ammar, H. Daoud and A. Jeribi defined the demicompact of a linear relation by $T: \mathcal{D}(T) \subseteq X \rightarrow X$ is said to be demicompact if for every bounded sequence $\left\{x_{n}\right\}$ in $\mathcal{D}(T)$ such that $Q_{I-T}(I-T) x_{n} \rightarrow y \in X / \overline{(I-T)(0)}$, there is a convergent subsequence of $\left\{Q_{T} x_{n}\right\}$. Then, is to generalize some results given in [32] to multivalued linear operators.

In [24] T. Alvarez, A. Ammar and A. Jeribi extended some properties of Fredholm relations that we need to study the concept of essential spectra. Linear selections have been investigated in R. W. Cross [31] and have found several applications. In [26, 27] A. Ammar, A. Jeribi and B. Saadaoui introduced the phenomenon of linear selection to ensure certain matrix decomposition (example: the Frobenius-Schur decomposition for multivalued matrices operator). The development of spectral theory for linear relations was the aim of recent paper in 2012 D. Gheorghe and F.-H. Vasilescu [35]. It has to be mentioned that D. Gheorghe and F.-H. Vasilescu study in paper [36] linear maps defined between spaces of the form $X=X_{0}$, where $X$ is a vector space and $X_{0}$ is a vector subspace of $X$. The strong connection between linear relations and quotient range operators is well known and easily explained (see [37]). In [28] A. Ammar, A. Jeribi and B. Saadaoui studied some perturbation results and some relations between the essential pseudospectra of the sum of two multivalued linear operator and the essential pseudospectra of each of this multivalued linear operator.

This work is devoted to extend the results started in $[23,39]$ to various essential spectra of bounded multivalued operator.

The general objectives of the study to characterize the spectrum of the sum and the product of two linear relations. We organize our paper in the following way. In section 2 , we recall some definitions and results needed in the rest of the paper. In section 3, we give some sufficient conditions for the linear relation demicompact that must be Fredholm. In section 4, we gather some results and notations from Fredholm theory connected with the third section. In section 5, we obtain a result equivalent to a special case of Theorems 3.1 and 3.2 in [23]. In the last section we apply the results of section 3 to describe the matrix $\mathcal{A}=\left(\begin{array}{cc}A & B \\ C+C A^{-1}-C A^{-1} & D+C A^{-1} B-C A^{-1} B\end{array}\right)$ of a linear relation in the form of a Fredholm linear relations.

## 2. Preliminary and auxiliary results

In this section, we recall some preliminary results from the theory of linear relation in Banach spaces which will be needed In the sequel (see [1]).

Lemma 2.1. [31] Let $X$ and $Y$ be two vector spaces and let $T \in L \mathcal{R}(X)$. Then
(i) $\mathcal{D}\left(T^{-1}\right)=R(T)$ and $\mathcal{D}(T)=R\left(T^{-1}\right)$.
(ii) T injective if, and only if, $T^{-1} T=I_{\mathcal{D}(T)}$.
(iii) $T$ is single valued if, and only if, $T(0)=\{0\}$.
(iv) $T T^{-1} y=y+T(0)$ and $T^{-1} T x=x+T^{-1}(0)$.

Lemma 2.2. [31, Lemma V.2.9] If $T \in L \mathcal{R}(X, Y)$ and $S \in L \mathcal{R}(Y, Z)$ such that $\overline{T(0)} \subset \mathcal{D}(S)$ and $S$ is a continuous, then $Q_{S T} S T=Q_{S T} S Q_{T}^{-1} Q_{T} T$.

Lemma 2.3. [29] Let $D$ be a compact linear subspace of a space $X$. Let $\left\{x_{n}\right\}$ in $X$ be a sequence such that $\left\{Q_{D} x_{n}\right\}$ is a convergent sequence, then $\left\{x_{n}\right\}$ has a convergent subsequence.

Corollary 2.4. Let $D$ a linear subspace of a space $X$ with $\operatorname{dim}(D)<\infty$. Let $\left\{x_{n}\right\}$ in $X$ be a sequence such that $\left\{Q_{D} x_{n}\right\}$ is a convergent sequence, then $\left\{x_{n}\right\}$ has a convergent subsequence.

Theorem 2.5. [31, Theorem III.5.3] Let $X, Y$ be Banach spaces and let $T \in C \mathcal{R}(X, Y)$. Then, $T$ is open if, and only if, $R(T)$ is closed.

Proposition 2.6. (i) [30, Lemma 2.4] Let $T \in \mathcal{L} R(X)$ and $S, R \in L \mathcal{R}(Y, Z)$. If $T(0) \subset N(S)$ or $T(0) \subset N(R)$, then $(R+S) T=R T+S T$.
(ii) [31, Proposition I.4.2] Let $R, S, T \in L \mathcal{R}(X)$. Then,
(ii $\left.i_{1}\right)(R+S) T \subset R T+S T$ with equality if $T$ is single valued.
(ii 2 ) $T(R+S)$ is an extension of $T R+T S$ and $T R+T S=T(R+S)$ if
$\mathcal{D}(T)$ is the whole space.
(iii) $[24$, Theorem 2.2] Let $S, T \in L \mathcal{R}(X)$ be closed. If $S$ and $T$ are everywhere defined such that $T S \in \Phi(X)$ and $S T \in \Phi(X)$, then $S \in \Phi(X)$ and $T \in \Phi(X)$.

Theorem 2.7. Let $T \in \mathcal{C R}(X)$ and $\mu \in \mathbb{C}^{*}$. If $\frac{1}{\mu} T$ is demicompact, then $\mu-T \in \Phi_{+}(X)$.
Lemma 2.8. (i) ([31, Lemma V.7.8]) Let $T \in L \mathcal{R}(X, Y)$ have $\operatorname{dimT}(0)<\infty$. Then, $S+T-T \in \Phi_{+}(X, Y)$ if, and only $i f, S \in \Phi_{+}(X)$.
(ii) ([31, Lemma VII.1.4]) Let the relation $S$ satisfy $\mathcal{D}(F) \supset \mathcal{D}(T)$ and $\operatorname{dim} T(0)<\infty$. Then, $T+S \in \Phi(X, Y)$ if, and only if, $T \in \Phi(X, Y)$.
Theorem 2.9. [31, Theorem V.10.3] Let $T \in L \mathcal{R}(X)$. Then, the following are equivalent:
(i) $T \in \Phi_{+}(X)$.
(ii) There exists $A \in B \mathcal{R}(X)$ and a finite rank projection $K$ such that $A T=I-K$.

Lemma 2.10. [31, Corollary V.15.7] Let $X$ and $Y$ be complete and $T$ closed. Then, for any linear operator $S$ satisfying $\mathcal{D}(S) \supset \mathcal{D}(T)$ and $\|S\|<\gamma(T)$ we have

$$
i(T+S)=i(T)
$$

Lemma 2.11. [25, Lemma 2.5]Let $S, T, A \in L \mathcal{R}(X, Y)$. If $S(0) \subset T(0)$ and $\mathcal{D}(T) \subset \mathcal{D}(S)$, then $T-S+S=T$.
Theorem 2.12. [24, Theorem 2.2] Let $X$ be a Banach space and let $S, T \in C \mathcal{R}(X)$. Then
(i) $T \in \Phi_{+}(X)$ if, and only if, $Q_{T} T \in \Phi_{+}(X)$. In such case $i(T)=i\left(Q_{T} T\right)$.
(ii) If $S, T \in \Phi_{+}(X)$, then $S T \in \Phi_{+}(X)$ and $T S \in \Phi_{+}(X)$.
(iii) If $S$ and $T$ are everywhere defined and $T S \in \Phi_{+}(X)$, then $S \in \Phi_{+}(X)$.

Lemma 2.13. [30, Lemma 2.4] Let $T \in L \mathcal{R}(X, Y)$ and $S, R \in L \mathcal{R}(Y, Z)$. If $T(0) \subset N(S)$ or $T(0) \subset N(R)$, then $(R+S) T=R T+S T$.

Proposition 2.14. [26, Proposition 2.2] Let $T \in L \mathcal{R}(X, Y)$ be closed and $S \in L \mathcal{R}(X, Y)$ be continuous. We have
(i) If $T \in \Phi_{+}(X, Y)$ and $S \in \mathcal{P}_{+}(X, Y)$, then $T+S \in \Phi_{+}(X, Y)$ and $i(T+S)=i(T)$.
(ii) If $T \in \Phi_{-}(X, Y)$ and $S \in \mathcal{P}_{-}(X, Y)$, then $T+S \in \Phi_{-}(X, Y)$ and $i(T+S)=i(T)$.
(iii) If $T \in \Phi(X, Y)$ and $S \in \mathcal{P}(X, Y)$, then $T+S \in \Phi(X, Y)$ and $i(T+S)=i(T)$.

Proposition 2.15. [31, Exercise I.2.14(b)] $T, S \in L \mathcal{R}(X, Y)$. If $\mathcal{D}(T)=\mathcal{D}(S)$ and $T(0)=S(0)$, then $T=S$ or the graphs of $T$ and $S$ are incomparable.
Theorem 2.16. [26, Theorem 3.1] Let $T \in B \mathcal{R}(X, Y)$ be a single valued bijective and assume that $R \in B \mathcal{R}(Z, W)$ is bijective with $R(0)$ closed.
(i) If $S \in L \mathcal{R}(Y, Z)$ is closable, then RST is closable and $\overline{R S T}=R \bar{S} T$.
(ii) If $R$ is bounded single valued bijective, then $S \in L \mathcal{R}(Y, Z)$ is closable if, and only if, RST is closable and $\overline{R S T}=R \bar{S} T$.

Definition 2.17. [26, Definition 2.1] Let $S \in L \mathcal{R}(X)$ be continuous.
$S$ is called a Fredholm perturbation if $T+S \in \Phi(X)$ whenever $T \in \Phi(X)$ with $\operatorname{dim}(S(0))<\infty$ and $S(0) \subset T(0)$.
The sets of Fredholm perturbation is denoted by $\mathcal{P}(X)$.

## 3. Demicompact linear relation and selection

In this section, we define a demicompact linear relation and give few properties and results.
Definition 3.1. [31, Definition I.5.1]Let $T \in L \mathcal{R}(X)$. A linear operator $S$ is called a selection of $T$ if $T=$ $S+T-T$ and $\mathcal{D}(T)=\mathcal{D}(S)$.

Remark 3.2. It's clear that if $S$ is a selection of $T$, then we have

$$
T x=S x+T(0) \text { for all } x \in \mathcal{D}(T)
$$

Theorem 3.3. Let $S$ be selection of $T \in L \mathcal{R}(X)$ and $\operatorname{dim}(T(0))<\infty$. If $T$ is a demicompact linear relation, then $S$ is a demicompact operator.

Proof. Let $S$ be selection of $T$. Suppose that $T$ is a demicompact linear relation. It suffices to show that, $S$ is demicompact operator. Let $\left\{x_{n}\right\}$ be a bounded sequence of $X$ such that:

$$
(I-S) x_{n} \longrightarrow y .
$$

Therefore, $Q_{T}(I-S) x_{n} \longrightarrow Q_{T} y \in Y / T(0)$. Since $Q_{T} T(0)=0$, we deduce that

$$
Q_{T}(I-S) x_{n}+Q_{T} T(0) \longrightarrow Q_{T} y \in X / T(0)
$$

Hence $Q_{T}(I-T) x_{n} \longrightarrow Q_{T} y \in X / T(0)$. This implies that $\left\{Q_{T} x_{n}\right\}$ has a convergent subsequence. Since $\operatorname{dim}(T(0))<\infty$, then the result follows directly from Corollary 2.4.

Theorem 3.4. Let $S$ be selection of $T \in L \mathcal{R}(X)$ and $\operatorname{dim}(T(0))<\infty$. Then, $T$ is a demicompact linear relation if, and only if, $S$ is a demicompact operator.

Proof. Let $T$ is a demicompact linear relation by using Theorem 2.7, we get $I-T \in \Phi_{+}(X)$. Since $I-S$ be selection of $I-T$ with $\operatorname{dim}(T(0))<\infty$, then by Lemma 2.8 we obtain $I-S \in \Phi_{+}(X)$. From Theorem 2.9, it follows that there exists $A \in B \mathcal{R}(X)$ and a finite rank projection $K$ such that $A(I-S)=I-K$. Let $\left\{x_{n}\right\}$ be a bounded sequence of $\mathcal{D}(S)$ such that $(I-S) x_{n} \longrightarrow y$, then

$$
A(I-S) x_{n} \longrightarrow A y
$$

We conclude that

$$
(I-K) x_{n} \longrightarrow A y
$$

Since $K$ is compact, then $\left(K x_{n}\right)_{n}$ has a convergent subsequence and so $\left\{x_{n}\right\}$ has also a convergent subsequence. Conversely, let $S$ is a demicompact operator, then by using Theorem 2.7 , we get $I-S \in \Phi_{+}(X)$. Since $I-S$ be selection of $I-T$ with $\operatorname{dim}(T(0))<\infty$, then by Lemma 2.8 we obtain $I-T \in \Phi_{+}(X)$. From Theorem 2.9, it follows that there exists $A \in B \mathcal{R}(X)$ and a finite rank projection $K$ such that $A(I-T)=I-K$. Let $\left\{x_{n}\right\}$ be a bounded sequence of $\mathcal{D}(T)$ such that $Q_{T}(I-T) x_{n} \longrightarrow y$. Since $Q_{A(I-T)} A Q_{T}^{-1}$ is a bounded operator, then

$$
Q_{A(I-T)} A Q_{T}^{-1} Q_{T}(I-T) x_{n} \longrightarrow Q_{A(I-T)} A Q_{T}^{-1} y
$$

Since $\overline{T(0)} \subset \mathcal{D}(A)$ and $A$ is continuous, then by using Lemma 2.2, we obtain $Q_{I-K} A(I-T) x_{n} \longrightarrow Q_{I-K} A Q_{T}^{-1} y$. Equivalently to $Q_{K}(I-K) x_{n} \longrightarrow Q_{K} A Q_{T}^{-1} y$. Since $\operatorname{dim} K(0)<\infty$, then $\left\{x_{n}\right\}$ has also a convergent subsequence.

Theorem 3.5. Let $T \in C \mathcal{R}(X)$ and $\operatorname{dim} T(0)<\infty$. If $\frac{1}{\mu} T$ is demicompact for each $\mu \in[1,+\infty[$, then $\mu-T \in \Phi(X)$.
Proof. Let $S$ is selection of $T$. Since $\frac{1}{\mu} T$ is demicompact for each $\mu \in[1,+\infty[$, then by Theorem 2.7 we get $\mu-T \in \Phi_{+}(X)$. By using Lemma $2.8(i)$ and Theorem 3.3, we get $\mu-S \in \Phi(X)$. We shall prove that the map

$$
\varphi: \begin{array}{clc}
{[1,+\infty[ } & \longrightarrow & \mathbb{Z} \\
\mu & \longrightarrow i(\mu-S)
\end{array}
$$

is continuous in $\mu$. For this, let $\mu, \mu_{0} \in\left[1,+\infty\left[\right.\right.$ arbitrary but fixed such that $\left|\mu-\mu_{0}\right|<\gamma(\mu-S)$. By using Lemma 2.10, we have

$$
i(\mu-S)=i\left(\mu-S-\mu+\mu_{0}\right)=i\left(\mu_{0}-S\right)
$$

Let $\varepsilon>0$ there exists $\delta:=\gamma(\mu-S)$ such that, if $\mu, \mu_{0} \in\left[1,+\infty\left[\right.\right.$ with $\left|\mu-\mu_{0}\right|<\delta$, then $\left|i(\mu-S)-i\left(\mu_{0}-S\right)\right|=$ $|0|=0<\varepsilon$. So, that $\varphi(\mu)$ is continuous. Now, we know that every continuous mapping of a connected in $\mathbb{Z}$ is constant.
If $\mu \longrightarrow+\infty$, then $i\left(\left(I-\frac{1}{\mu} S\right) \mu\right)=i\left(I-\frac{1}{\mu} S\right)=i(I)=0$. Showing that
$i(\mu-S)=0$ for each $\mu \in[1,+\infty[$. We conclude that $\alpha(\mu-S)=\beta(\mu-S)<\infty$, then $\mu-S$ is a Fredholm linear operator. Now, by Lemma 2.8 we conclude that $\mu-T \in \Phi(X)$.

## 4. Some properties of linear selections

Lemma 4.1. Let $T_{1}$ is selection of $T$ and $S_{1}$ is selection of $S$, then:
(i) $T_{1}+S_{1}$ is selection of $T+S$.
(ii) If $\mathcal{D}(T)$ containing the ranges of both $S$ and $S_{1}$, then $T_{1} S_{1}$ is selection of $T S$.

Proof. (i) Let $T_{1}$ is selection of $T$ and $S_{1}$ is selection of $S$, then

$$
\mathcal{D}(T+S)=\mathcal{D}(T) \cap \mathcal{D}(S)=\mathcal{D}\left(T_{1}\right) \cap \mathcal{D}\left(S_{1}\right)=\mathcal{D}\left(T_{1}+S_{1}\right)
$$

It is easy to prove that

$$
T+S=T_{1}+T-T+S_{1}+S-S=T_{1}+S_{1}+(T+S)-(T+S)
$$

(ii) Let $T_{1}$ is selection of $T$ and $S_{1}$ is selection of $S$, then

$$
T S=T\left(S_{1}+S-S\right)
$$

Since $\mathcal{D}(T)$ containing the ranges of both $S$, then by Proposition 2.6 and Proposition 4.7 we have $T\left(S_{1}+S-S\right)=$ $T S_{1}+T S-T S$. This implies that $T S=\left(T_{1}+T-T\right) S_{1}+T S-T S$. Hence, $S_{1}$ is single valued, then

$$
T S=T_{1} S_{1}+T S_{1}-T S_{1}+T S-T S
$$

Let $x \in \mathcal{D}(T S)$, then $T S x=T_{1} S_{1} x+T S_{1}(0)+T S(0)=T_{1} S_{1} x+T(0)+T S(0)$. Since $T(0) \subset T S(0)$, then

$$
T S x=T_{1} S_{1} x+T S_{1}(0)+T S(0)=T_{1} S_{1} x+T S(0)
$$

We still have to show that $\mathcal{D}\left(T_{1} S_{1}\right)=\mathcal{D}(T S)$. Indeed,

$$
\begin{aligned}
\mathcal{D}\left(T_{1} S_{1}\right) & =\left\{x \in \mathcal{D}\left(S_{1}\right): D\left(T_{1}\right) \cap S_{1} x \neq 0\right\} \\
& =\left\{x \in \mathcal{D}(S): D(T) \cap S_{1} x \neq 0\right\}
\end{aligned}
$$

We have $\mathcal{D}(T)$ containing the ranges of both $S$, then

$$
\mathcal{D}\left(T_{1} S_{1}\right) \quad \subset \quad\{x \in \mathcal{D}(S): D(T) \cap S x \neq 0\}
$$

Conversely,

$$
\begin{aligned}
\mathcal{D}(T S) & =\{x \in \mathcal{D}(S): D(T) \cap S x \neq 0\} \\
& =\left\{x \in \mathcal{D}\left(S_{1}\right): D\left(T_{1}\right) \cap S x \neq 0\right\} \\
& \subset S_{1}^{-1} \mathcal{D}\left(T_{1}\right)=\mathcal{D}\left(T_{1} S_{1}\right)
\end{aligned}
$$

We conclude that $T_{1} S_{1}$ is selection of $T S$.
Proposition 4.2. Let $T \in C \mathcal{R}(X, Y)$. If $S$ is selection of $T$, then $S \in C \mathcal{R}(X, Y)$.
Remark 4.3. Let $S$ is a selection of $T$, then for all $\lambda \in \mathbb{C}$ we have $\lambda-S$ is a selection of $\lambda-T$. Indeed, for all $x \in \mathcal{D}(T)$ we have $(\lambda-T) x=(\lambda-S) x+T(0)=(\lambda-S) x+(\lambda-T)(0)$ and $\mathcal{D}(\lambda-T)=\mathcal{D}(T)=\mathcal{D}(S)=\mathcal{D}(\lambda-S)$.
Proposition 4.4. Let $T \in L \mathcal{R}(X)$ and $K$ is a demicompact linear relation, then $I-K+T-T \in \Phi(X)$.
Proof. By using Theorem 3.5, we have $I-K \in \Phi(X)$ for all $K$ is a demicompact linear relation. Since $0=\|T-T\|<\gamma(I-K)$, then by applying [31, Theorem V.5.12 ] we get $I-K+T-T \in \Phi(X)$.
Proposition 4.5. Let $T \in \mathcal{L} R(X)$. Let $S$ is a selection of $T$ it is assumed there exist $S_{1} \in B \mathcal{R}(X)$ and $S_{2} \in \mathcal{L}(X)$ with $K_{1}$ and $K_{2}$ are demicompact such that $S_{1} S=I-K_{1}$ and $S S_{2}=I-K_{2}$, then $T \in \Phi(X)$.

Proof. By using Proposition 2.6, it is clear that $S_{1} T=S_{1}(S+T-T)=I-K_{1}+S_{1} T-S_{1} T$. By Theorem 3.5 we get $I-K_{1} \in \Phi(X)$. Since $0=\left\|S_{1} T-S_{1} T\right\|<\gamma\left(I-K_{1}\right)$, then by [31, Theorem V.5.12 ] we have $S_{1} T=I-K_{1}+S_{1} T-S_{1} T \in \Phi(X)$. In the same way to find the following result $T S_{2} \in \Phi(X)$. By applying Proposition 2.6 (iii) we conclude that $T \in \Phi(X)$.
Corollary 4.6. Let $T \in \mathcal{L} R(X)$. Let $S$ is a selection of $T$ it is assumed there exist $S_{1}, S_{2} \in \mathcal{L}(X)$ and $K_{1}, K_{2} \in \mathcal{K}(X)$ such that $S_{1} S=I-K_{1}$ and $S S_{2}=I-K_{2}$, then $T \in \Phi(X)$.

Proposition 4.7. If $S$ is a selection of $T$ then we have:
(i) $N(S) \subset N(T)$,
(ii) $R(S) \subset R(T)$,
(iii) If $T(0) \subset R(S)$, then $R(S)=R(T)$.

Proof. (i) Let $x \in N(S)$ if and only if $x \in \mathcal{D}(S)$ such that $S(x)=0$. Then we have $S x+T(0)=T x=T(0)$ for all $x \in \mathcal{D}(S)=\mathcal{D}(T)$. So, $x \in N(T)$.
(ii) Let $y \in R(S)$ if and only if there exists $x \in \mathcal{D}(S)$ such that $S x=y$, then $S x+T(0)=y+T(0)$. Therefore $T x=y+T(0)$ equivalent to $y \in R(T)$.
(iii) Since $R(T)=R(S)+T(0)$, we conclude that $R(T)=R(S)$.

Proposition 4.8. Let $T \in C \mathcal{R}(X)$ is injective. If $R(T)$ is closed, then there exists an injective selection $S$ such that $R(S)$ is closed.

Proof. If $T$ is closed, then by Proposition 4.2 we have a closed selection $S$. Since $T$ is injective by Proposition 4.7 we have $N(T)=N(S)=\{0\}$. Let $R(T)$ is closed, then by Theorem 2.5 we have $T$ is open equivalent sense $\gamma(T)>0$. So,

$$
\gamma(T) \| d(x, N(T)\|\leq\| T x \|
$$

since $T$ is injective, then

$$
\gamma(T)\|x\| \leq\|T x\| \leq\|S x\|
$$

Let $y_{n} \in R(S)$ such that $y_{n} \longrightarrow y$.
There exists $x_{n}, x_{m} \in \mathcal{D}(S)$ such that $y_{n}=S x_{n}$ and $y_{m}=S x_{m}$ for all $n, m \geq 1$. As,

$$
\left\|x_{n}-x_{m}\right\| \leq \frac{1}{\gamma(T)}\left\|S\left(x_{n}-x_{m}\right)\right\| \leq \frac{1}{\gamma(T)}\left\|y_{n}-y_{m}\right\|
$$

Since $y_{n}$ is converge, then it is Cauchy, consequently $\left(x_{n}\right)_{n}$ is Cauchy, therefore $x_{n} \longrightarrow x$, and we have $x_{n} \in \mathcal{D}(S), S x_{n} \longrightarrow y$ and $S$ is closed, then $x \in \mathcal{D}(S)$ and $S x=y$. Consequently $y \in R(S)$.

Proposition 4.9. Let $T \in \operatorname{LR}(X, Y)$ is injective and $S$ is the selection of $T$, then

$$
\gamma(T) \leq \gamma(S)
$$

Proof. We have $\gamma(T) d(x, N(T)) \leq\|T x\|$, by Proposition 4.7 we get $N(S)=N(T)=\{0\}$, then $\gamma(T)\|x\| \leq\|T x\|$. Equivalently $\gamma(T)\|x\| \leq\|T x\| \leq\|S x\|$, so

$$
\gamma(T) d(x, N(S)) \leq\|S x\|
$$

Consequently, $\gamma(T) \leq \gamma(S)$.
Corollary 4.10. Let $T \in L \mathcal{R}(X, Y)$ is injective and $S$ is the selection of $T$.
(i) If $T$ is open, then $S$ is open.
(ii) If $R(T)$ is closed, then $R(S)$ is closed.
(iii) If $\operatorname{dim} R(T)<\infty$, then $R(S)$ is closed.

Proof. (i) Since $T$ is open, then $\gamma(T)>0$. Using Proposition 4.9, we obtain $\gamma(S)$ is open.
(ii) Using Theorem 2.5 and (i).
(iii) Using [31, Proposition II. 3.2 (d)] and (ii).

Example 4.11. If $T$ is open, then there exists an open selection.
Indeed, if $P$ is a linear projection with domain $R(T)$ and kernel $T(0)$, then PT is a selection of $T$. Using [31, Theorem II.3.11] we get

$$
\gamma(P) \gamma(T) \leq \gamma(P T)
$$

Since $T$ is open, then $\gamma(T)>0$. If $R(P) \nsubseteq \overline{N(P)}$, then by Example [31, Example II.3.3] we get $\gamma(P)>0$, therefore $\gamma(P T)>0$.
Theorem 4.12. Let $T \in C \mathcal{R}(X)(X)$, then $T$ has a closed selection $S$ and if $T(0) \subset R(S)$ we get

$$
\rho(T) \subset \rho(S)
$$

Proof. Let $T \in C \mathcal{R}(X)(X)$, by Lemma 4.2 we get $T$ has a selection $S$ is closed.
Let $\lambda \in \rho(T)$, then $\lambda-T$ is bijective. Show that $\lambda-S$ is bijective. Indeed, let $x \in N(\lambda-S)$ if, and only if, $\left\{\begin{array}{l}x \in \mathcal{D}(\lambda-S)=\mathcal{D}(S)=\mathcal{D}(T) \\ (\lambda-S) x=0\end{array}\right.$, therefore $(\lambda-T) x=(\lambda-S) x+T(0)=T(0)$, then $x \in N(\lambda-T)$. Hence, $N(\lambda-S) \subset N(\lambda-T)$, that is $\lambda-S$ is injective. Show that $R(\lambda-S)=X$, indeed, since $T(0) \subset R(S)$. Therefore by Proposition 4.7 we get $R(\lambda-T)=R(\lambda-S)=X$. We conclude that $\lambda \in \rho(S)$.
Lemma 4.13. Let $T \in \Phi(X), S \in B \mathcal{R}(X)$ and $F \in \mathcal{P}(X)$, suppose that $T S=F$. If $S(0) \subset N(T)$, then $S \in \mathcal{P}(X)$.
Proof. Let $T_{1}$ is a selection of $T$ with $T(0) \subset R\left(T_{1}\right)$. Since $T \in \Phi(X)$, then $T_{1} \in \Phi(X)$. So, there exists $A \in \mathcal{L}(X)$ such that $A T_{1}=I-K$ where $K \in \mathcal{K}(X)$. Hence, $A T S=A\left(T_{1}+T-T\right) S=A F$ by using Proposition 2.6 (ii) we gate $A T S=\left(A T_{1}+A T-A T\right) S=(I-K+A T-A T) S$. Since $S(0) \subset N(A T-A T)$, then we applied Proposition $2.6(i)$ we find $A T S=(I-K) S+(A T-A T) S$, since $\mathcal{D}(A)=X$, then by Proposition 2.6 (ii) we have ATS $=(I-K) S+A(T-T) S$. Hence $S(0) \subset N(T)$, then by Proposition 2.6 (i) we get

$$
A T S=(I-K) S+A(T S-T S)=(I-K) S+A T S-A T S
$$

Therefore, $(I-K) S x \in A T S x$ for all $x \in X$. Obviously, $A T S x=A F x=F_{1} x$ where $A F=F_{1}$, then we get $F_{1} \in \mathcal{P}(X)$, then $T+F_{1} \in \Phi(X)$. We deduce that

$$
T+(I-K) S+F_{1}-F_{1}=T+S-K S+F_{1}-F_{1} \in \Phi(X)
$$

Now using the fact that the linear relation $K S+F_{1}-F_{1} \in \mathcal{P}(X)$. Hence $T+S \in \Phi(X)$, since $T \in \Phi(X)$, then it is clear that $S$ is a Fredholm perturbation.

Lemma 4.14. Let $T \in B \mathcal{R}(X), S \in \mathcal{L}(X), \lambda \in \Phi_{T}(X) \backslash \Phi^{0}(T), \mu \in \Phi_{S}(X) \backslash \Phi^{0}(T)$ and $T_{1}$ is a selection of $T$ with $T(0) \subset R\left(T_{1}\right)$. If there exist a Fredholm perturbation $F_{1}$ is single valued, such that $T S=S T+F_{1}$. Then there exists a Fredholm perturbation single valued $F$ depending analytically on $\lambda$ and $\mu$ such that

$$
(\lambda-T)\left(S T_{\lambda}\left(T_{1}\right)-T_{\lambda}\left(T_{1}\right) S\right)=T(0)+F
$$

If $\lambda-T$ is injective, then $T_{\lambda}\left(T_{1}\right) T_{\mu}(S)=T_{\mu}(S) T_{\lambda}\left(T_{1}\right)+F$.
Proof. Let $x \in X$, then by Proposition 2.6 (i) we have

$$
\begin{aligned}
(\lambda-T) S T_{\lambda}\left(T_{1}\right) x & =(\lambda S-T S) T_{\lambda}\left(T_{1}\right) x \\
& =\left(\lambda S-\left(S T-F_{1}\right)\right) T_{\lambda}\left(T_{1}\right) x
\end{aligned}
$$

Since $T_{\lambda}\left(T_{1}\right)$ is single valued, therefore by Proposition 2.6 (ii) we have

$$
\begin{aligned}
(\lambda-T) S T_{\lambda}\left(T_{1}\right) x & =\left(\lambda S T_{\lambda}\left(T_{1}\right)-\left(S T-F_{1}\right) T_{\lambda}\left(T_{1}\right)\right) x \\
& =\left(\lambda S T_{\lambda}\left(T_{1}\right)-S T T_{\lambda}\left(T_{1}\right)-F_{1} T_{\lambda}\left(T_{1}\right)\right) x \\
& =\left(S\left(\lambda-T_{1}\right) T_{\lambda}\left(T_{1}\right)-F_{1} T_{\lambda}\left(T_{1}\right)\right) x .
\end{aligned}
$$

Since $(\lambda-T) T_{\lambda}\left(T_{1}\right)=\left(\lambda-T_{1}+T-T\right) T_{\lambda}\left(T_{1}\right)=I-K_{1}+(T-T) T_{\lambda}\left(T_{1}\right)$. Hence, we get

$$
(\lambda-T) S T_{\lambda}\left(T_{1}\right) x=\left(S-S K_{1}+S(T-T) T_{\lambda}\left(T_{1}\right)-F_{1} T_{\lambda}\left(T_{1}\right)\right) x
$$

Let $F_{2}=-S K_{1}-F_{1} T_{\lambda}\left(T_{1}\right)$ and we have $F_{2} \in \mathcal{P}(X)$, then $(\lambda-T) S T_{\lambda}\left(T_{1}\right) x=S x+S T(0)+F_{2} x$. Moreover,

$$
\begin{aligned}
(\lambda-T) T_{\lambda}\left(T_{1}\right) S x & =\left(I-K_{1}+(T-T) T_{\lambda}\left(T_{1}\right)\right) S x \\
& =\left(I-K_{1}\right) S x+T(0) \\
& =S x-K_{1} S x+T(0) \\
& =S x+K_{2} x+T(0), \quad\left(\text { where }-K_{1} S x=K_{2} x\right)
\end{aligned}
$$

This make us conclude that

$$
\begin{aligned}
(\lambda-T)\left(S T_{\lambda}\left(T_{1}\right)-T_{\lambda}\left(T_{1}\right) S\right) x & =S x+S T(0)+F_{2} x-S x-K_{2}+T(0) \\
& =S(0)+S T(0)+F_{3} x+T(0) \\
& =\left(T S+F_{1}\right)(0)+F_{3} x \\
& =T(0)+F_{3} x .
\end{aligned}
$$

If $\lambda-T$ is injective we get,

$$
\begin{aligned}
(\lambda-T)^{-1}(\lambda-T)\left(S T_{\lambda}\left(T_{1}\right)-T_{\lambda}\left(T_{1}\right) S\right) x & =(\lambda-T)^{-1}\left(T(0)+F_{3} x\right) \\
& =(\lambda-T)^{-1} T(0)+(\lambda-T)^{-1} F_{3} x \\
& =(\lambda-T)^{-1}(0)+(\lambda-T)^{-1} F_{3} x \\
& =(\lambda-T)^{-1} F_{3} x .
\end{aligned}
$$

By using Lemma 2.1, we get

$$
\left(S T_{\lambda}\left(T_{1}\right)-T_{\lambda}\left(T_{1}\right) S\right) x+(\lambda-T)^{-1}(0)=(\lambda-T)^{-1} F_{3} x .
$$

Since $\lambda-T$ is injective we obtain that $\left(S T_{\lambda}\left(T_{1}\right)-T_{\lambda}\left(T_{1}\right) S\right)=F_{4}$, where $F_{4}=(\lambda-T)^{-1} F_{3}$. Therefore, $S T_{\lambda}\left(T_{1}\right)=T_{\lambda}\left(T_{1}\right) S+F_{4}$. Thus, we obtain

$$
\begin{aligned}
(\mu-S)\left[T_{\mu}(S) T_{\lambda}\left(T_{1}\right)-T_{\lambda}\left(T_{1}\right) T_{\mu}(S)\right] & =\left(I-K_{3}\right) T_{\lambda}\left(T_{1}\right)-(\mu-S) T_{\lambda}\left(T_{1}\right) T_{\mu}(S) \\
& =T_{\lambda}\left(T_{1}\right)-K_{4}-\left[T_{\lambda}\left(T_{1}\right)(\mu-S)+F_{5}\right] T_{\mu}(S) \\
& =T_{\lambda}\left(T_{1}\right)-K_{4}-T_{\lambda}\left(T_{1}\right)\left(I-K_{5}\right)-F_{6} \\
& =-K_{4}+K_{6}-F_{6} \\
& =F_{7} .
\end{aligned}
$$

where $K_{i} \in \mathcal{K}(X)$ for $i=3,4,5,6$ and $F_{i} \in \mathcal{P}(X)$ for $i=6,7$. Hence,

$$
T_{\mu}(S) T_{\lambda}\left(T_{1}\right)-T_{\lambda}\left(T_{1}\right) T_{\mu}(S)=F \text { where } F \in \mathcal{P}(X)
$$

Furthermore, the analyticity of $F$ in $\lambda$ and $\mu$ follows from the analyticity of $T_{\mu}(S)$ and $T_{\lambda}\left(T_{1}\right)$.

## 5. Some perturbations results

In this section, we give some perturbation results and some relations between the essential spectrum of the sum of two linear relation.
Let $T \in \mathcal{C}(X)$. We define the sets $\Psi(X)$ and $\Pi_{T}(X)$ by:

$$
\begin{aligned}
\Psi(X) & =\{T \in L \mathcal{R}(X): \mu T \text { is demicompact for every } \mu \in[0,1]\} \\
\Pi_{T}(X) & =\left\{\begin{array}{cc}
\mathcal{D}(T) \subset \mathcal{D}(K) \\
K \in L \mathcal{R}(X): & K(0) \subset T(0) \text { and } \forall \mu \in \rho(T+K) \\
-(\mu-T-K)^{-1} K \in \Psi(X)
\end{array}\right\} .
\end{aligned}
$$

We denote

$$
\sigma_{r}(T):=\bigcap_{K \in \Pi_{T}(X)} \sigma(T+K) .
$$

Theorem 5.1. For each $T \in C \mathcal{R}(X)$, we have

$$
\sigma_{e}(T) \subseteq \sigma_{r}(T)
$$

Proof. Let $T \in \mathcal{C R}(X)$ and $\mu \notin \sigma_{r}(T)$, then $\mu \notin \cap_{K \in \Pi_{T}(X)} \sigma(T+K)$. Therefore, $\mu \in \cup_{K \in \Pi_{T}(X)} \rho(T+K)$. Hence, there exists $K \in \Pi_{T}(X)$ such that $\mu \in \rho(T+K)$. We conclude that $-(\mu-T-K)^{-1} K$ is demicompact and $\mu-T-K$ is bijective. Hence, $\mu-T-K \in \Phi(X)$ and by applying Theorem 3.5 we get $I+(\mu-T-K)^{-1} K \in \Phi(X)$. Moreover,

$$
\begin{aligned}
R\left((\mu-T-K)^{-1} K\right) & =\mathcal{D}\left(K^{-1}(\mu-T-K)\right) \\
& =(\mu-T-K)^{-1} R(K) \\
& =\{x \in \mathcal{D}(\mu-T-K): R(K) \cap(\mu-T-K) x \neq \emptyset\} \\
& =\{x \in \mathcal{D}(T): R(K) \cap(\mu-T-K) x \neq \emptyset\} .
\end{aligned}
$$

Let $x \in \mathcal{D}(T)$, since $\mathcal{D}(T)$ contain the ranges of $(\mu-T-K)^{-1} K$, then by Proposition 2.6 (ii) we get

$$
\begin{aligned}
(\mu-T-K)\left(x+(\mu-T-K)^{-1} K x\right) & =(\mu-T-K) x \\
& =+(\mu-T-K)(\mu-T-K)^{-1} K x
\end{aligned}
$$

By Lemma 2.1 (iv), we have

$$
\begin{aligned}
(\mu-T-K)\left(x+(\mu-T-K)^{-1} K x\right)= & (\mu-T-K) x+K x \\
& +(\mu-T-K)(0) \\
= & (\mu-T-K) x+K x
\end{aligned}
$$

Since $\mathcal{D}(T) \subset \mathcal{D}(K)$ and $K(0) \subset T(0)$. By Lemma 2.11, we get

$$
\mu-T=\mu-T-K+K .
$$

Therefore, $(\mu-T-K)\left(I+(\mu-T-K)^{-1} K\right)=\mu-T$. Hence, applying Theorem 2.12, we get $\mu-T \in \Phi(X)$. We deduce that $\mu \notin \sigma_{e}(T)$.

Theorem 5.2. Let $T, S \in B \mathcal{R}(X), T(0)$ is closed and $S(0) \subset T(0)$. If for every $\lambda \notin \sigma_{e 1}(T)$, there exists $A_{\lambda}$ a left inverse modulo compact of $\lambda-T$ such that $S A_{\lambda}$ is demicompact and $T(0) \subset N\left(S A_{\lambda}\right)$, then

$$
\sigma_{e 1}(T+S) \subset \sigma_{e 1}(T)
$$

Proof. Let $\lambda \notin \sigma_{e 1}(T)$, then $\lambda-T \in \Phi_{+}(X)$. By Theorem 2.9, there exists $A_{\lambda} \in B \mathcal{R}(X)$ and a finite rank projection $K$ such that $A_{\lambda}(\lambda-T)=I-K$. Since $S K(0)=S(0) \subset T(0)$ and $\mathcal{D}(S K)=\mathcal{D}(T)=X$, then by Lemma 2.11 we have

$$
\lambda-T-S=\lambda-T-S+S K-S K
$$

By using Proposition 2.6 (ii) we get

$$
\begin{aligned}
\lambda-T-S+S K-S K & =\lambda-T-S(I-K)-S K \\
& =\lambda-T-S A_{\lambda}(\lambda-T)-S K
\end{aligned}
$$

Since $(\lambda-T)(0)=T(0) \subset N\left(S A_{\lambda}\right)$, then by Lemma 2.13 we get

$$
\lambda-T-S=\left(I-S A_{\lambda}\right)(\lambda-T)-S K
$$

As $S A_{\lambda}$ it follows from Theorem 2.7 that $I-S A_{\lambda} \in \Phi_{+}(X)$ and we have $\lambda-T \in \Phi_{+}(X)$, then by Theorem 2.12 we get $\left(I-S A_{\lambda}\right)(\lambda-T)-S K \in \Phi_{+}(X)$. Since $S K \in \mathcal{P}(X)$, then by Proposition 2.14 we get $\lambda-T-S \in \Phi_{+}(X)$. Hence $\lambda \notin \sigma_{e 1}(T+S)$. We conclude that $\sigma_{e 1}(T+S) \subset \sigma_{e 1}(T)$.

Theorem 5.3. Let $T, S \in B \mathcal{R}(X), T(0)$ is closed and $S(0) \subset T(0)$. If for every $\lambda \notin \sigma_{e}(T)$, there exists $A_{\lambda}$ a left inverse modulo compact of $\lambda-T$ such that $S A_{\lambda} \in \Psi(X)$ and $T(0) \subset N\left(S A_{\lambda}\right)$, then

$$
\sigma_{e}(T+S) \subset \sigma_{e}(T)
$$

Proof. Let $\lambda \notin \sigma_{e}(T)$, then $\lambda-T \in \Phi_{+}(X)$. Since $A_{\lambda}$ a left inverse modulo compact operator of $\mu-T$ such that $S A_{\lambda} \in \Psi(X)$, then

$$
\lambda-T-S=\left(I-S A_{\lambda}\right)(\lambda-T)-S K
$$

As, $S A_{\lambda} \in \Psi(X)$, then by Theorem 3.5 we get $I-S A_{\lambda} \in \Phi(X)$. By using Lemma 2.12 we get $\left(I-S A_{\lambda}\right)(\lambda-T) \in$ $\Phi(X)$. According to Proposition 2.14, we conclude that $\lambda-T-S \in \Phi(X)$. Then $\lambda \notin \sigma_{e}(T+S)$.

Theorem 5.4. Let $T, S \in B \mathcal{R}(X), T(0)$ is closed and $S(0) \subset T(0)$ with $\lambda-T-S \in \Phi_{+}(X)$.
$\left(H_{1}\right)$ If there exists $H_{\lambda}$ a left inverse modulo compact of $\lambda-T-S$ such that $-\lambda^{-1}(T) S H_{\lambda}$ is demicompact, then

$$
\left[\sigma_{e 1}(T+S)\right] \backslash\{0\} \subset\left[\sigma_{e 1}(T) \cup \sigma_{e 1}(S)\right] \backslash\{0\}
$$

$\left(\mathrm{H}_{2}\right)$ Moreover, if there exists $G_{\lambda}$ a left inverse modulo compact of $\lambda-T-S$ such that $-\lambda^{-1} S(T) G_{\lambda}$ is demicompact, then then

$$
\left[\sigma_{e 1}(T) \cup \sigma_{e 1}(S)\right] \backslash\{0\}=\left[\sigma_{e 1}(T+S)\right] \backslash\{0\}
$$

Proof. (i) Let $\lambda \in \mathbb{C} \backslash\{0\}$. If there exists $H_{\lambda}$ a left inverse modulo compact of $\lambda-T-S$, then by Theorem 2.9 we get $H_{\lambda}(\lambda-T-S)=I-K$ where $K \in \mathcal{K}(X)$. Since $T \in B \mathcal{R}(X)$, then by Proposition 2.6 (ii) we have $(\lambda-T)(\lambda-S)=\lambda(\lambda-T)-(\lambda-T) S$ and by Lemma 2.13 we have

$$
\lambda(\lambda-T)-(\lambda-T) S=\lambda(\lambda-T-S)+T S
$$

Hence, $T S K(0)=T S(0) \subset(\lambda(\lambda-T-S)+T S)(0)$ and $\mathcal{D}(\lambda(\lambda-T-S)+T S)=\mathcal{D}(T S K)$, then by lemma 2.11 we get

$$
(\lambda-T)(\lambda-S)=\lambda(\lambda-T-S)+T S+T S K-T S K
$$

Clearly, $\mathcal{D}(T S)=X$, then

$$
\begin{aligned}
(\lambda-T)(\lambda-S) & =\lambda(\lambda-T-S)+T S(I-K)+T S K \\
& =\lambda(\lambda-T-S)+T S H_{\lambda}(\lambda-T-S)+T S K .
\end{aligned}
$$

By using Lemma 2.13 we get $\lambda(\lambda-T-S)+T S H_{\lambda}(\lambda-T-S)+T S K=\lambda\left(I+\lambda^{-1} T S H_{\lambda}\right)(\lambda-T-S)+T S K$. we conclude

$$
(\lambda-T)(\lambda-S)=\lambda\left(I+\lambda^{-1} T S H_{\lambda}\right)(\lambda-T-S)+T S K
$$

Since $\mathcal{D}(T S K)=\mathcal{D}\left(\lambda\left(I+\lambda^{-1} T S H_{\lambda}\right)(\lambda-T-S)\right)$ and $T S K(0) \subset \lambda(\lambda-T-S)+T S(I-K)(0)=\lambda\left(I+\lambda^{-1} T S H_{\lambda}\right)(\lambda-$ $T-S)(0)$. Then, by using Lemma 2.11 we prove that

$$
(\lambda-T)(\lambda-S)-T S K=\lambda\left(I+\lambda^{-1} T S H_{\lambda}\right)(\lambda-T-S)
$$

Let $\lambda \notin\left[\sigma_{e 1}(T) \cup \sigma_{e 1}(S)\right] \backslash\{0\}$, then $\lambda-T \in \Phi_{+}(X)$ and $\lambda-S \in \Phi_{+}(X)$. Hence, $T S K \in \mathcal{P}(X)$, then by Lemma 2.12 (iii) and Proposition 2.14 we get

$$
(\lambda-T)(\lambda-S)-T S K \in \Phi_{+}(X)
$$

Again, by using Lemma $2.12(v)$, we show that $\lambda-T-S \in \Phi_{+}(X)$. We deduce that, $\lambda \notin\left[\sigma_{e 1}(T+S)\right] \backslash\{0\}$.
(ii) Continuing in the same way, we can find

$$
(\lambda-S)(\lambda-T)=\lambda(\lambda-T-S)\left(I+\lambda^{-1} S T G_{\lambda}\right)+S T K
$$

Let $\lambda \notin\left[\sigma_{e 1}(T+S)\right] \backslash\{0\}$, then $\lambda-T-S \in \Phi_{+}(X)$. Since $-\lambda^{-1} T S H_{\lambda}$ and $-\lambda^{-1} S T G_{\lambda}$ are demicompact, then by Theorem 2.7 we have

$$
I+\lambda^{-1} T S H_{\lambda} \in \Phi_{+}(X) \text { and } I+\lambda^{-1} S T G_{\lambda} \in \Phi_{+}(X)
$$

Therefore, by Lemma 2.12 we have $\lambda(\lambda-T-S)\left(I+\lambda^{-1}(T+D) T S H_{\lambda}\right)+S T K \in \Phi_{+}(X)$ and $\lambda\left(I+\lambda^{-1} T S H_{\lambda}\right)(\lambda-$ $T-S)+T S K \in \Phi_{+}(X)$. Consequently, $T S K, S T K \in \mathcal{P}(X)$, then $(\lambda-T)(\lambda-S) \in \Phi_{+}(X)$ and $(\lambda-S)(\lambda-T) \in \Phi_{+}(X)$. Applying Lemma 2.12, then $\lambda-T \in \Phi_{+}(X)$ and $\lambda-S \in \Phi_{+}(X)$. We deduce that

$$
\lambda \notin\left[\sigma_{e 1}(T) \cup \sigma_{e 1}(S)\right] \backslash\{0\} .
$$

### 5.1. The essential spectra of the sum and the product

In this subsection, we determined the description of the essential spectra of two essentially commuting multivalued operators.

Theorem 5.5. Let $T \in B \mathcal{R}(X)$ and $S \in \mathcal{L}(X)$. Suppose that there exist $F \in \mathcal{P}(X)$ such that $T S=S T+F$. Then $\sigma_{e}(T+S) \subseteq \sigma_{e}(T)+\sigma_{e}(S)$.

Proof. If $\sigma_{e}(T)+\sigma_{e}(S)=\mathbb{C}$, then the theorem is trivially true. Thus, we assume in the next that $\sigma_{e}(T)+\sigma_{e}(S)$ is not the entire plane and let $\mu \notin \sigma_{e}(T)+\sigma_{e}(S)$. We define the operator $Z$ as $Z=\mu-T$ and let $Z_{1}$ is a selection of $Z$ with $Z(0) \subset R\left(Z_{1}\right)$. Hence, if $\lambda \in \sigma_{e}(S)$, then $\mu=(\mu-\lambda)+\lambda \notin \sigma_{e}(T)+\sigma_{e}(S)$, then $\mu-\lambda \notin \sigma_{e}(T)$. By using [40, Theorem 3.3], we infer that there exists a domain $\mathcal{D}$ can be chosen such $T_{\lambda}\left(Z_{1}\right)$ and $T_{\lambda}(S)$ are analytic on $B(\mathcal{D})$. Define the operators $M_{1}$ and $M_{2}$ as follows

$$
M_{1}=\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} T_{\lambda}\left(Z_{1}\right) T_{\lambda}(S) d \lambda
$$

and

$$
M_{2}=\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} T_{\lambda}(S) T_{\lambda}\left(Z_{1}\right) d \lambda
$$

We have $\mu-S-T=-(\lambda-Z)+(\lambda-S)$. Since we can write

$$
\begin{aligned}
(\mu-S-T) M_{1}= & \frac{-1}{2 i \pi} \int_{+B(\mathcal{D})}-(\lambda-Z) T_{\lambda}\left(Z_{1}\right) T_{\lambda}(S) d \lambda \\
& +\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})}(\lambda-S) T_{\lambda}\left(Z_{1}\right) T_{\lambda}(S) d \lambda
\end{aligned}
$$

Obviously,

$$
(\lambda-Z) T_{\lambda}\left(Z_{1}\right)=\left(\lambda-Z_{1}+Z-Z\right) T_{\lambda}\left(Z_{1}\right)=I-K+(Z-Z) T_{\lambda}\left(Z_{1}\right)
$$

where $K \in \mathcal{K}(X)$. Then the first integral of the above equality is of the form

$$
\begin{aligned}
\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})}\left(I-K+(Z-Z) T_{\lambda}\left(Z_{1}\right)\right) T_{\lambda}(S) d \lambda= & \frac{-1}{2 i \pi} \int_{+B(\mathcal{D})}(I-K) T_{\lambda}(S) d \lambda \\
& +Z-Z .
\end{aligned}
$$

By [38, Theorem 13], we get $\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} T_{\lambda}(S) d \lambda=I-K_{1}$. So, we infer that the first integral is of the form

$$
(\mu-S-T) M_{1}=I-K_{2}+\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})}(\lambda-S) T_{\lambda}\left(Z_{1}\right) T_{\lambda}(S) d \lambda+Z-Z .
$$

Applying Lemma 4.14, we get $T_{\lambda}\left(Z_{1}\right) T_{\lambda}(S)=T_{\lambda}(S) T_{\lambda}\left(Z_{1}\right)+K_{3}$ where $K_{3}$ is compact and we have $S$ is a single valued, then we get

$$
\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})}(\lambda-S) T_{\lambda}(S) T_{\lambda}\left(Z_{1}\right) d \lambda=I+K_{4}, \quad K_{4} \in \mathcal{K}(X)
$$

Using the fact that $\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})}(\lambda-S) K_{3} d \lambda$ is compact, we have

$$
(\mu-S-T) M_{1}=I+K_{5}+Z-Z
$$

By a similar argument we obtain $M_{2}(\mu-S-T)=I+K_{6}+Z-Z$, where $K_{6} \in \mathcal{K}(X)$. By using [31, Theorem V.5.12 ] we have $(\mu-S-T) M_{1} \in \Phi(X)$. Again by applying [31, Theorem V.5.12 ] we get $M_{2}(\mu-S-T) \in \Phi(X)$. Therefore, Proposition 2.6 (iii) we conclude that $(\mu-S-T) \in \Phi(X)$.

Theorem 5.6. Let $T \in C \mathcal{R}(X)$ and $S \in \mathcal{L}(X) \cap \Phi(X)$. Suppose that there exist $F \in \mathcal{P}(X)$ such that $T S x=S T x+F x$, for all $x \in \mathcal{D}(T)$. Then $\sigma_{e}(T S) \subseteq \sigma_{e}(T) \sigma_{e}(S)$.

Proof. Let $\gamma \in \sigma_{e}(S) \sigma_{e}(T)$. In what follows, we will show that $\gamma \in \sigma_{e}(T S)$. Observing that $\sigma_{e}(T)$ is closed, $\sigma_{e}(S)$ is compact and $0 \notin \sigma_{e}(S)$. then there exists an open set $U$, with bounded boundary $B(U)$, containing $\sigma_{e}(S)$ and satisfying that $0 \notin U$ and $\gamma-\mu T \in \Phi(X)$. we obtain the existence of a domain $\mathcal{D}$ such that $\sigma_{e}(S) \in \mathcal{D} \subseteq U$. Let $\gamma-\mu T$ as follows

$$
\gamma-\mu T=(\mu \gamma)\left(\frac{1}{\mu}-\frac{1}{\gamma} T\right)=\left(\frac{\gamma}{\lambda}\right)\left(\lambda-\frac{1}{\gamma} T\right), \text { where } \lambda=\frac{1}{\mu} .
$$

Taking $\mathcal{D}^{\prime}$ the image of $\mathcal{D}$ under the map $\lambda=\frac{1}{\mu}$, we can assume that $T_{\lambda}\left(Z_{1}\right)$ is analytic in $\lambda$ on $S\left(\mathcal{D}^{\prime}\right)$ where $Z:=\frac{1}{\gamma} T$ and $Z_{1}$ is a selection of $Z$ with $Z(0) \subset R\left(Z_{1}\right)$. This assumption holds true thanks to the fact that $\lambda-Z \in \Phi(X)$. Let us define the operators $M_{1}$ and $M_{2}$ as follows

$$
M_{1}=\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\gamma \lambda} T_{\lambda}\left(Z_{1}\right) T_{\frac{1}{\lambda}}(S) d \lambda
$$

and

$$
M_{2}=\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\gamma \lambda} T_{\frac{1}{\lambda}}(S) T_{\lambda}\left(Z_{1}\right) d \lambda .
$$

Moreover, since $S$ is a single valued, then we have

$$
\begin{aligned}
(\gamma-S T) & =(\gamma-S \gamma Z) \\
& =\gamma-S \gamma Z+\gamma \lambda S-\gamma \lambda S \\
& =\gamma S(\lambda-Z)+\gamma(I-\lambda S)
\end{aligned}
$$

We get

$$
(\gamma-S T) M_{1}=\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\lambda} S(\lambda-Z) T_{\lambda}\left(Z_{1}\right) T_{\frac{1}{\lambda}}(S)+\left(\frac{1}{\lambda}-S\right) T_{\lambda}\left(Z_{1}\right) T_{\frac{1}{\lambda}}(S) d \lambda
$$

In light of this, the first part of the integrand can be written as follows

$$
\begin{aligned}
\int_{+B(\mathcal{D})} & \frac{1}{\lambda} S(\lambda-Z) T_{\lambda}\left(Z_{1}\right) T_{\frac{1}{\lambda}}(S) d \lambda \\
= & \int_{+B(\mathcal{D})} \frac{1}{\lambda} S\left(I-K_{1}+(Z-Z) T_{\lambda}\left(Z_{1}\right)\right) T_{\frac{1}{\lambda}}(S) d \lambda \\
= & \int_{+B(\mathcal{D})} \frac{1}{\lambda} S T_{\frac{1}{\lambda}}(S) d \lambda+K_{2}+Z-Z .
\end{aligned}
$$

Since $0 \notin D$ and $S$ is single valued, hence using [38, Theorems 13 and 14.9] we get

$$
\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\lambda} S T_{\frac{1}{\lambda}}(S) d \lambda=\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} \mu S T_{\mu}(S) d \lambda=I+K_{3} .
$$

Then we obtain,

$$
\begin{equation*}
(\gamma-S T) M_{1}=\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\lambda} S(\lambda-Z) T_{\lambda}\left(Z_{1}\right) T_{\frac{1}{\lambda}}(S) d \lambda=I+K_{4}+\mathrm{Z}-\mathrm{Z} \tag{1}
\end{equation*}
$$

Since $S$ is a single valued, we get the second part of the integrand is equal to

$$
\begin{equation*}
\int_{+B(\mathcal{D})}\left(\frac{1}{\lambda}-S\right) T_{\lambda}\left(Z_{1}\right) T_{\frac{1}{\lambda}}(S) d \lambda=\int_{+B(\mathcal{D})} T_{\lambda}(Z) d \lambda+F_{3} \tag{2}
\end{equation*}
$$

Then we deduce by [38, Theorem 7.4] that

$$
\begin{equation*}
\frac{1}{2 i \pi} \int_{+B(\mathcal{D})} T_{\lambda}(Z) d \lambda=K_{5} \tag{3}
\end{equation*}
$$

By using Eqs. (1),(2) and (3) we find

$$
\begin{aligned}
\frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\lambda} S(\lambda-Z) T_{\lambda}\left(Z_{1}\right) T_{\frac{1}{\lambda}}(S) d \lambda & =I+K_{4}+K_{5}+F_{3}+Z-Z \\
& =I+F_{4}+Z-Z
\end{aligned}
$$

Since $B \in \mathcal{L}(X)$ we can easily check that

$$
\begin{aligned}
(\gamma-S T) & =\gamma-\gamma S \frac{T}{\gamma}+\gamma \lambda S-\gamma \lambda S \\
& =\gamma S(\lambda-Z)+\gamma(I-\lambda S) \\
& =\gamma(\lambda-Z) S+\gamma(I-\lambda S)+F_{5} .
\end{aligned}
$$

This implies that,

$$
\begin{aligned}
M_{2}(\gamma-S T)= & \frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\gamma \lambda} T_{\frac{1}{\lambda}}(S) T_{\lambda}\left(Z_{1}\right)\left(\gamma(\lambda-Z) S+\gamma(I-\lambda S)+F_{5}\right) d \lambda \\
= & \frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\lambda} T_{\frac{1}{\lambda}}(S) T_{\lambda}\left(Z_{1}\right)(\lambda-Z) S d \lambda \\
& -\frac{1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\lambda} T_{\frac{1}{\lambda}}(S) T_{\lambda}\left(Z_{1}\right)(I-\lambda S) d \lambda+F_{5} \\
= & \frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\lambda} T_{\frac{1}{\lambda}}(S)\left(I-K_{6}+T_{\lambda}\left(Z_{1}\right)(Z-Z)\right) S d \lambda \\
& -\frac{1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\lambda}\left(T_{\lambda}\left(Z_{1}\right) T_{\frac{1}{\lambda}}(S)-F_{1}\right)(I-\lambda S) d \lambda+F_{5} \\
= & \frac{-1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\lambda} T_{\frac{1}{\lambda}}(S) S d \lambda+K_{7}+Z S-Z S \\
& -\frac{1}{2 i \pi} \int_{+B(\mathcal{D})} \frac{1}{\lambda} T_{\lambda}\left(Z_{1}\right) T_{\frac{1}{\lambda}}(S)(I-\lambda S) d \lambda+F_{6} \\
= & I+F_{7}+Z-Z-\frac{1}{2 i \pi} \int_{+B(\mathcal{D})} T_{\lambda}\left(Z_{1}\right) T_{\frac{1}{\lambda}}(S)\left(\frac{1}{\lambda}-S\right) d \lambda \\
= & I-\frac{1}{2 i \pi} \int_{+B(\mathcal{D})} T_{\lambda}\left(Z_{1}\right)\left(I-K_{8}\right) d \lambda . \\
= & I+F_{8}+Z-Z
\end{aligned}
$$

where, $K_{i} \in \mathcal{K}(X)$ and $F_{i} \in \mathcal{P}(X)$ for all $i \in\{1,2,3,4,5,6,7,8\}$. Now, to show that $\sigma_{e}(T S) \subseteq \sigma_{e}(S) \sigma_{e}(T)$. Indeed, $(\gamma T-T S) M_{1}=(\gamma-S T+F) M_{1}=(\gamma-S T) M_{1}+F_{9}=I+F_{4}+F_{9}+T-T=I+F_{10}+T-T$. where, $F_{i} \in \mathcal{P}(X)$ for all $i \in\{9,10\}$. By using [31, Theorem V.5.12 ] we have $(\gamma-T S) M_{1} \in \Phi(X)$. Furthermore, since $S$ single valued we have $M_{2}(\gamma-T S)=M_{2}(\gamma(\lambda-Z) S+\gamma(I-\lambda S))=I+F_{11}+T-T$ where, $F_{11} \in \mathcal{P}(X)$. Again by applying [31, Theorem V.5.12 ] we get $M_{2}(\gamma-T S) \in \Phi(X)$. Therefore, by using Proposition 2.6 (iii) we conclude that $(\gamma-T S) \in \Phi(X)$.

## 6. Application $2 \times 2$ matrix linear relation

In the product space $X \times Y$, we consider an multivalued linear relation formally defined by a matrix

$$
\mathcal{A}=\left(\begin{array}{cc}
A & B \\
C+C A^{-1}-C A^{-1} & D+C A^{-1} B-C A^{-1} B
\end{array}\right) .
$$

The block matrices multivalued linear realtion is defined with domain

$$
\mathcal{D}(\mathcal{F})=\left[\mathcal{D}(A) \cap \mathcal{D}\left(C+C A^{-1}-C A^{-1}\right)\right] \times\left[\mathcal{D}(B) \cap \mathcal{D}\left(D+C A^{-1} B-C A^{-1} B\right)\right]
$$

Remark 6.1. If $C A^{-1}(0) \subset C(0)$ and $C A^{-1} B(0) \subset D(0)$ with $\mathcal{D}(C) \subset \mathcal{D}\left(C A^{-1}\right)$ and $\mathcal{D}(D) \subset \mathcal{D}\left(C A^{-1} B\right)$, then

$$
\mathcal{A}=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

The purpose of this section is to determine the decomposition of $\mathcal{A}$ then we will use the notion of compactness to discuss Fredholm relation.

### 6.1. Relationship between Fredholm linear relation of $\mathcal{A}$ and demicompactness

Theorem 6.2. Let $\mathcal{D}\left(C A^{-1}\right)$ contain the ranges of both $A$ and $B$ and, $\mathcal{D}(C)$ contain the ranges of $A$ with $C(0) \subset$ $C A^{-1}(0)$ and $D(0) \subset C A^{-1} B(0)$. Then,

$$
\mathcal{A}=\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & D-C A^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right) .
$$

Proof. Let $\left[\binom{x_{1}}{x_{2}},\binom{y_{1}}{y_{2}}\right] \in G\left[\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\left(\begin{array}{cc}A & 0 \\ 0 & D-C A^{-1} B\end{array}\right)\left(\begin{array}{cc}I & A^{-1} B \\ 0 & I\end{array}\right)\right]$.
This is equivalent to

$$
\binom{y_{1}}{y_{2}} \in\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & D-C A^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)\binom{x_{1}}{x_{2}} .
$$

We can get $\binom{y_{1}}{y_{2}} \in\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\left(\begin{array}{cc}A & 0 \\ 0 & D-C A^{-1} B\end{array}\right)\binom{x_{1}+A^{-1} B x_{2}}{x_{2}}$
if, and only if, $\binom{y_{1}}{y_{2}} \in\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\binom{A\left(x_{1}+A^{-1} B x_{2}\right)}{D x_{2}-C A^{-1} B x_{2}}$. Since,

$$
\begin{aligned}
R\left(A^{-1} B\right) & =\mathcal{D}\left(B^{-1} A\right) \\
& =A^{-1} R(B) \\
& =\{x \in \mathcal{D}(A): A x \cap R(B) \neq \emptyset\}
\end{aligned}
$$

then $\mathcal{D}(A)$ contain the ranges of $A^{-1} B$. According to Proposition 2.6, we obtain $\binom{y_{1}}{y_{2}} \in\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\binom{A x_{1}+A A^{-1} B x_{2}}{D x_{2}-C A^{-1} B x_{2}}$. Therefore,

$$
\binom{y_{1}}{y_{2}} \in\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\binom{A x_{1}+B x_{2}+A(0)}{D x_{2}-C A^{-1} B x_{2}}
$$

Which is equivalent to that $\binom{y_{1}}{y_{2}} \in\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\binom{A x_{1}+B x_{2}}{D x_{2}-C A^{-1} B x_{2}}$
if, and only if, $\binom{y_{1}}{y_{2}} \in\binom{A x_{1}+B x_{2}}{C A^{-1}\left(A x_{1}+B x_{2}\right)+D x_{2}-C A^{-1} B x_{2}}$. Hence, $\mathcal{D}\left(C A^{-1}\right)$
contain the ranges of both $A$ and $B$, then by Proposition 2.6 we get

$$
\binom{y_{1}}{y_{2}} \in\binom{A x_{1}+B x_{2}}{C A^{-1} A x_{1}+C A^{-1} B x_{2}+D x_{2}-C A^{-1} B x_{2}} .
$$

Equivalent to,

$$
\binom{y_{1}}{y_{2}} \in\binom{A x_{1}+B x_{2}}{C\left(x_{1}+A^{-1}(0)\right)+D x_{2}+C A^{-1} B x_{2}-C A^{-1} B x_{2}} .
$$

Since $\mathcal{D}(C)$ contain the ranges of $A$, then

$$
\binom{y_{1}}{y_{2}} \in\binom{A x_{1}+B x_{2}}{C x_{1}+C A_{x}^{-1} 1-C A_{x}^{-1} 1+D x_{2}+C A^{-1} B x_{2}-C A^{-1} B x_{2}} .
$$

We conclude that

$$
G\left[\left(\begin{array}{cc}
I & 0  \tag{4}\\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & D-C A^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)\right] \subseteq G\left[\left(\begin{array}{cc}
A & B \\
C+C A^{-1}-C A^{-1} & D+C A^{-1} B-C A^{-1} B
\end{array}\right)\right] .
$$

Moreover, $\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\left(\begin{array}{cc}A & 0 \\ 0 & D-C A^{-1} B\end{array}\right)\left(\begin{array}{cc}I & A^{-1} B \\ 0 & I\end{array}\right)\binom{0}{0}$

$$
\begin{aligned}
& =\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & D-C A^{-1} B
\end{array}\right)\binom{A^{-1} B(0)}{0} \\
& =\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\binom{A A^{-1} B(0)}{0} \\
& =\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\binom{A(0)+B(0)}{0} \\
& =\binom{A(0)+B(0)}{C A^{-1}(B(0)+A(0))} \\
& =\binom{A(0)+B(0)}{C A^{-1}(0)+C A^{-1} B(0)} .
\end{aligned}
$$

Since, $C(0) \subset C A^{-1}(0)$ and $D(0) \subset C A^{-1} B(0)$, then

$$
\begin{align*}
& \left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & D-C A^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)\binom{0}{0} \\
& \quad=\binom{A(0)+B(0)}{C(0)+C A^{-1}(0)+D(0)+C A^{-1} B(0)} \\
& =\left(\begin{array}{cc}
A & B \\
C+C A^{-1}-C A^{-1} & D+C A^{-1} B-C A^{-1} B
\end{array}\right)\binom{0}{0} . \tag{5}
\end{align*}
$$

Let $\binom{x}{y} \in \mathcal{D}\left[\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\left(\begin{array}{cc}A & 0 \\ 0 & D-C A^{-1} B\end{array}\right)\left(\begin{array}{cc}I & A^{-1} B \\ 0 & I\end{array}\right)\right]$
if, and only if, $\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\left(\begin{array}{cc}A & 0 \\ 0 & D-C A^{-1} B\end{array}\right)\left(\begin{array}{cc}I & A^{-1} B \\ 0 & I\end{array}\right)\binom{x}{y} \neq \emptyset$
if, and only if, $\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\left(\begin{array}{cc}A & 0 \\ 0 & D-C A^{-1} B\end{array}\right)\binom{x+A^{-1} B y}{y} \neq \emptyset$
if, and only if, $\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\binom{A x+B y}{D y-C A^{-1} B y} \neq \emptyset$
if, and only if, $\binom{A x+B y}{C x+C A^{-1}(0)+C A^{-1} B y+D y-C A^{-1} B y} \neq \emptyset$
if, and only if, $\left(\begin{array}{cc}A & B \\ C+C A^{-1}-C A^{-1} & D+C A^{-1} B-C A^{-1} B\end{array}\right)\binom{x}{y} \neq \emptyset$.

We obtain that

$$
\mathcal{D}\left[\left(\begin{array}{cc}
A & B  \tag{6}\\
C+C A^{-1}-C A^{-1} & D+C A^{-1} B-C A^{-1} B
\end{array}\right)\right]=\mathcal{D}\left[\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & D-C A^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)\right] .
$$

By Eq.s (4), (5), (6) and by using Proposition 2.15, we conclude that

$$
\left(\begin{array}{cc}
A & B \\
C+C A^{-1}-C A^{-1} & D+C A^{-1} B-C A^{-1} B
\end{array}\right)=\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & D-C A^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)
$$

Theorem 6.3. Let $\mathcal{D}\left(C A^{-1}\right)=X$ and $\mathcal{D}(C)$ contain the ranges of $A$ with $C(0) \subset C A^{-1}(0)$ and $D(0) \subset C A^{-1} B(0)$.

$$
\text { If }\binom{A^{-1} B(0)}{0} \subset N\left[\left(\begin{array}{cc}
I-A & 0 \\
0 & I-D+C A^{-1} B
\end{array}\right)\right] \text {, then }
$$

$$
\mathcal{A}=-\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
I-A & 0 \\
0 & I-D+C A^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)+\left(\begin{array}{cc}
I & A^{-1} B \\
C A^{-1} & I+C\left(A^{-1}\right)^{2} B
\end{array}\right) .
$$

Proof. By Theorem 6.2, we get

$$
\mathcal{A}=\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & D-C A^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right) .
$$

Therefore,

$$
\begin{aligned}
\mathcal{A} & =\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
A+I-I & 0 \\
0 & I-I+D-C A^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right) \\
& =\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left[\left(\begin{array}{cc}
I & 0 \\
0 & I
\end{array}\right)-\left(\begin{array}{cc}
I-A & 0 \\
0 & I-D+C A^{-1} B
\end{array}\right)\right]\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right) .
\end{aligned}
$$

Hence, $\binom{A^{-1} B(0)}{0} \subset N\left[\left(\begin{array}{cc}I-A & 0 \\ 0 & I-D+C A^{-1} B\end{array}\right)\right]$, then by using Lemma 2.13 we get

$$
\mathcal{A}=\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left[\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)-\left(\begin{array}{cc}
I-A & 0 \\
0 & I-D+C A^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)\right]
$$

According to Proposition 2.6, we conclude that

$$
\begin{aligned}
\mathcal{A}= & \left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right) \\
& -\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
I-A & 0 \\
0 & I-D+C A^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)
\end{aligned}
$$

Let $\left[\binom{x_{1}}{x_{2}},\binom{y_{1}}{y_{2}}\right] \in G\left[\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\left(\begin{array}{cc}I & A^{-1} B \\ 0 & I\end{array}\right)\right]$. This is equivalent
to $\binom{y_{1}}{y_{2}} \in\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\binom{x_{1}+A^{-1} B x_{2}}{x_{2}}$. Then, we can infer that

$$
\binom{y_{1}}{y_{2}} \in\binom{x_{1}+A^{-1} B x_{2}}{C A^{-1}\left(x_{1}+A^{-1} B x_{2}\right)+x_{2}}
$$

Therefore, $\binom{y_{1}}{y_{2}} \in\left(\begin{array}{cc}x_{1} & A^{-1} B x_{2} \\ C A^{-1} x_{1} & C A^{-1} A^{-1} B x_{2}+x_{2}\end{array}\right)$. We prove that,

$$
G\left[\left(\begin{array}{cc}
I & 0  \tag{7}\\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)\right] \subset G\left[\left(\begin{array}{cc}
I & A^{-1} B \\
C A^{-1} & C\left(A^{-1}\right)^{2} B+I
\end{array}\right)\right]
$$

Moreover,

$$
\begin{aligned}
\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)\binom{0}{0} & =\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\binom{A^{-1} B(0)}{0} \\
& =\binom{A^{-1} B(0)}{C\left(A^{-1}\right)^{2} B(0)}
\end{aligned}
$$

we infer that

$$
\left(\begin{array}{cc}
I & 0  \tag{8}\\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)\binom{0}{0}=\left(\begin{array}{cc}
I & A^{-1} B \\
C A^{-1} & C\left(A^{-1}\right)^{2} B+I
\end{array}\right)\binom{0}{0} .
$$

On the one hand,

$$
\mathcal{D}\left[\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)\right]=\mathcal{D}\left[\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)\right]=X \times \mathcal{D}\left(A^{-1} B\right)
$$

On the other hand,

$$
\mathcal{D}\left[\left(\begin{array}{cc}
I & A^{-1} B \\
C A^{-1} & C\left(A^{-1}\right)^{2} B+I
\end{array}\right)\right]=X \times \mathcal{D}\left(A^{-1} B\right)
$$

We can also show that

$$
\mathcal{D}\left[\left(\begin{array}{cc}
I & A^{-1} B  \tag{9}\\
C A^{-1} & C\left(A^{-1}\right)^{2} B+I
\end{array}\right)\right]=\mathcal{D}\left[\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)\right]
$$

By Eq.s (7), (8), (9) and by using Proposition 2.15, we deduce that

$$
\left(\begin{array}{cc}
I & A^{-1} B \\
C A^{-1} & C\left(A^{-1}\right)^{2} B+I
\end{array}\right)=\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)
$$

### 6.2. Fredholm linear relation of $\mathcal{A}$

Theorem 6.4. Assume that the hypotheses of Theorem 6.3 are satisfied. Let $A$ and $D-C A^{-1} B$ are closed and demicompact linear relation such that $A^{-1} B$ and
$C A^{-1}$ are bounded single valued. If $\left(\begin{array}{cc}I & A^{-1} B \\ C A^{-1} & C\left(A^{-1}\right)^{2} B+I\end{array}\right) \in \mathcal{P}(X)$, then $\mathcal{A}$ is a Fredholm linear relation.
Proof. Let $\mathcal{A}=-\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\left(\begin{array}{cc}I-A & 0 \\ 0 & I-D+C A^{-1} B\end{array}\right)\left(\begin{array}{cc}I & A^{-1} B \\ 0 & I\end{array}\right)+\left(\begin{array}{cc}I & A^{-1} B \\ C A^{-1} & I+C\left(A^{-1}\right)^{2} B\end{array}\right)$.
Since $A$ and $D-C A^{-1} B$ are closed, then $\left(\begin{array}{cc}I-A & 0 \\ 0 & I-D+C A^{-1} B\end{array}\right)$ is closed.
It is easy to notice that $\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)$ and $\left(\begin{array}{cc}I & A^{-1} B \\ 0 & I\end{array}\right)$ are single valued
bounded bijective. By using Theorem 2.16 we infer that $\mathcal{A}$ is closed. Hence, $A$ and $D-C A^{-1} B$ are demicompact, according to Theorem 3.5, we deduce that $I-A \in \Phi(X)$ and $I-D+C A^{-1} B \in \Phi(X)$. By using Theorem 2.12, we get
$\left(\begin{array}{cc}I & 0 \\ C A^{-1} & I\end{array}\right)\left(\begin{array}{cc}I-A & 0 \\ 0 & I-D+C A^{-1} B\end{array}\right)\left(\begin{array}{cc}I & A^{-1} B \\ 0 & I\end{array}\right)$ is a Fredholm linear relation. Since $\left(\begin{array}{cc}I & A^{-1} B \\ C A^{-1} & C\left(A^{-1}\right)^{2} B+I\end{array}\right) \in \mathcal{P}(X)$, then by Theorem 2.14 (iii) we get $\mathcal{A}$ is a Fredholm linear relation.
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