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#### Abstract

Given a conjugation $C$ on a separable complex Hilbert space $H$, a bounded linear operator $T$ on $H$ is said to be $C$-skew symmetric if $C T C=-T^{*}$. This paper describes the maps, on the algebra of all bounded linear operators acting on $H$, that preserve the difference of $C$-skew symmetric operators for every conjugation C on H .


## 1. Introduction

The fundamental Hua's theorems of the geometry of matrices characterize the general form of bijective maps $\Phi$ on various spaces of matrices (Hermitian matrices, symmetric matrices, skew-symmetric matrices, etc.) that preserve adjacent matrices in both directions, that is $A-B$ is of rank one if and only if $\Phi(A)-\Phi(B)$ is of rank one for every $A, B$. Specially, the well-known Hua's theorem from [9] states that a bijective map $\Phi$ on $\mathcal{M}_{n}(\mathbb{K})$, the space of all $n \times n$ matrices over the field $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$, preserves adjacent matrices in both directions if and only if $\Phi$ has one of the following two forms

$$
\left[a_{i j}\right] \mapsto P\left[\tau\left(a_{i j}\right)\right] Q+R \quad \text { or } \quad\left[a_{i j}\right] \mapsto P\left[\tau\left(a_{i j}\right)\right]^{\mathrm{tr}} Q+R,
$$

where $P, Q, R \in \mathcal{M}_{n}(\mathbb{K})$ with $P, Q$ invertible, $A^{\text {tr }}$ denotes the transpose of $A$, and $\tau$ is antomorphism of $\mathbb{K}$. This beautiful theorem has many applications, for example in the theory of Jordan automorphisms and Lie automorphisms. For other applications of results on adjacency preserving maps, particularly in the theory of local homomorphisms, linear preserver problems, and graph theory, we refer to $[3,6,10]$ and to Wan's book [18], where most of the known results on the geometry of matrices are collected.

Hua's theorem has motivated other researchers to consider general and similar situations in connection with the so-called non-linear preservers problems that require to describe the general structure of all maps on matrix algebras, linear bounded operators algebras or more generally Banach algebras, leaving invariant certain functions, subsets, or relations, without assuming in advance algebraic conditions such as linearity or additivity. While in the beginning, these problems were formulated for finite-dimensional vector spaces, and later more sophisticated non-linear preservers problems defined in the infinite-dimensional context have been investigated. In the meantime, the interested reader can find in $[1-3,5,13]$, and the references within, more through results on such problems.

[^0]Throughout this paper, $H$ is a separable complex Hilbert space of dimension at least four, and $\mathcal{B}(H)$ is used to refer to the algebra of all bounded linear operators acting on $H$. Recall that a conjugation C on $H$ is a conjugate-linear operator satisfying $C^{2}=I$ and $\langle C x, C y\rangle=\langle y, x\rangle$ for all $x, y \in H$. An operator $T \in \mathcal{B}(H)$ is called C-symmetric (resp. C-skew symmetric) if CTC $=T^{*}$ (resp. CTC $=-T^{*}$ ) where $T^{*}$ denotes the adjoint of $T$, and it is called a complex symmetric operator (resp. skew symmetric operator) if there exists a conjugation $C$ for which $T$ is $C$-symmetric (resp. C-skew symmetric).

It is shown in [7] that an operator is skew symmetric if and only if it admits a skew symmetric matrix representation with respect to some orthonormal basis of $H$. Thus skew symmetric operators can be viewed as an infinite dimensional analogue of skew symmetric matrices. Skew symmetric operators have been studied for many years in the finite dimensional setting. Recently, there has been growing interest in skew symmetric operators in the infinite dimensional case, and some interesting results have been obtained in [12, 16, 17].

The concept of skew symmetric operators and complex symmetric operators has numerous applications in complex analysis, matrix theory, differential equations, function theory and even in quantum mechanics, see for instance $[7,8,11,12,15-17]$. The examples of complex symmetric operators are numerous and quite diverse. Besides the expected normal operators, we quote as complex symmetric operators: binormal operators, diagonal operators, quadratic operators, Hankel operators, truncated Toeplitz operators and many standard integral operators such as the Volterra integration operator. As for skew symmetric operators, the most examples are inspired from the previous ones; for instance the commutator of two $C$-symmetric operators is $C$-skew symmetric.

Recently, in [2] the authors considered a non-linear preserver problem involving complex symmetric operators. More precisely, they showed that if $\Phi$ is a map on $\mathcal{B}(H)$ satisfying

$$
T-S \text { is C-symmetric } \Rightarrow \Phi(T)-\Phi(S) \text { is C-symmetric, }
$$

for every $T, S \in \mathcal{B}(H)$ and every conjugation $C$ on $H$, then it must have the following form

$$
T \mapsto \alpha T+\beta T^{*}+f(T) I+\Phi(0),
$$

where $\alpha, \beta \in \mathbb{C}$ and $f$ is a functional on $\mathcal{B}(H)$ that vanishes at 0 .
In this paper, we propose an analogue study for skew symmetric operators. Our arguments are influenced by ideas from [2] and the approaches given therein, but the proofs of our main results require new ingredients. The fundamental results of this paper can be stated as follow:

Theorem 1.1. Assume that $H$ is infinite dimensional, and let $\Phi: \mathcal{B}(H) \rightarrow \mathcal{B}(H)$ be a map. Then the following statements are equivalent:
(i) For every $T, S \in \mathcal{B}(H)$ and every conjugation $C$ on $H$,

$$
T-S \text { is C-skew symmetric } \Rightarrow \Phi(T)-\Phi(S) \text { is C-skew symmetric. }
$$

(ii) There exist two complex scalars $\alpha, \beta$ such that

$$
\Phi(T)=\alpha T+\beta T^{*}+\Phi(0) \quad \text { for all } T \in \mathcal{B}(H) .
$$

We say that a map $\Phi: \mathcal{B}(H) \rightarrow \mathcal{B}(H)$ preserves strongly skew-symmetric operators if, for every conjugation C on $H$ and $T \in \mathcal{B}(H)$,
$T$ is $C$-skew symmetric $\Rightarrow \Phi(T)$ is $C$-skew symmetric.
In [1, Theorem 3], it was shown that a unital linear continuous map on $\mathcal{B}(H)$ preserves strongly skewsymmetric operators if and only if it is the identity map of $\mathcal{B}(H)$. We extend this result, as an immediate consequence of the previous theorem, to additive maps only.

Corollary 1.2. Assume that $H$ is infinite dimensional, and let $\Phi: \mathcal{B}(H) \rightarrow \mathcal{B}(H)$ be an additive map. Then $\Phi$ preserves strongly skew-symmetric operators if and only if there exist $\alpha, \beta \in \mathbb{C}$ such that $\Phi(T)=\alpha T+\beta T^{*}$ for all $T \in \mathcal{B}(H)$.

Unfortunately, the approach used here does not allow us to obtain an analogue result of Theorem 1.1 in the setting of finite-dimensional Hilbert spaces. However, we focus to describe additive maps on $\mathcal{B}\left(\mathbb{C}^{n}\right)$, with $n \geq 4$, preserving strongly skew-symmetric operators as an extension of [1, Theorem 4].

Theorem 1.3. Let $\Phi: \mathcal{B}\left(\mathbb{C}^{n}\right) \rightarrow \mathcal{B}\left(\mathbb{C}^{n}\right)$ be an additive map. Then the following statements are equivalent:
(i) $\Phi$ preserves strongly skew-symmetric operators.
(ii) There exist $\alpha, \beta \in \mathbb{C}$ and an additive map $\Psi: \mathcal{B}\left(\mathbb{C}^{n}\right) \rightarrow \mathcal{B}\left(\mathbb{C}^{n}\right)$ vanishing on $\mathrm{sl}_{n}(\mathbb{C})$, the subspace of all operators with trace zero, such that

$$
\Phi(T)=\alpha T+\beta T^{*}+\Psi(T) \quad \text { for all } T \in \mathcal{B}\left(\mathbb{C}^{n}\right)
$$

In the next section, we shall establish some useful results to prove the above two theorems.

## 2. Proof of main results

Throughout the rest of the paper, $\Phi: \mathcal{B}(H) \rightarrow \mathcal{B}(H)$ is a map satisfying the first assertion of Theorem 1.1. Moreover, as the map $\Phi-\Phi(0)$ satisfies the same property as $\Phi$, there is no loss of generality in assuming that $\Phi(0)=0$. In this case, $\Phi$ preserves strongly skew symmetric operators.

For simplicity of notations, we make the following definition.
Definition 2.1. Let $T, S \in \mathcal{B}(H)$. We will write $T \sim S$ if for every conjugation $J$ on $H$,

$$
T \text { is J-skew symmetric } \Rightarrow S \text { is J-skew symmetric. }
$$

Note that our map $\Phi$ satisfies $A-B \sim \Phi(A)-\Phi(B)$ for every $A, B \in \mathcal{B}(H)$. In particular, since $\Phi(0)=0$, we have also $A \sim \Phi(A)$ for every $A \in \mathcal{B}(H)$.

In what follows, the symbol $\oplus$ will always stand for an orthogonal sum. We reformulate the result of [1, Lemma 7] as follow.
Lemma 2.2. Let $T, S \in \mathcal{B}(H)$ be such that $T=F \oplus 0$ with respect to an orthogonal decomposition of $H$ and $F$ is a skew symmetric operator for some conjugation $C$. If $T \sim S$, then $S=R \oplus 0$ with respect to the same decomposition of $H$ and $R$ is a $C$-skew symmetric operator.

Remark 2.3. (i) Let $T, S \in \mathcal{B}(H)$. If $J T J=S^{*}$ for every conjugation $J$ on $H$, then $T=S=\mu I$ for some $\mu \in \mathbb{C}$. Moreover, if $T$ is skew symmetric, thus $T=0$. Indeed, since $J^{\prime} J T=T J^{\prime} J$ and every unitary operator is the product of two conjugations (see [8, Theorem 1]), we get that $T$ commutes with every unitary operator in $\mathcal{B}(H)$. This implies that $T=S=\mu I$ for some scalar $\mu$.
(ii) Let $T, S$ be bounded linear operators between Hilbert spaces. If JTJ' $=S$ for every conjugations J, $J^{\prime}$, then $T=S=0$. Indeed, as in the the previous assertion, we get that $U T=T V$ for every unitary operators $U, V$, and so $T=S=0$.

The next lemma will be needed throughout the paper.
Lemma 2.4. Consider an orthogonal decomposition $H=H_{1} \oplus \cdots \oplus H_{5}$ where $\operatorname{dim} H_{1}=\operatorname{dim} H_{2}$ and $\operatorname{dim} H_{3}=$ $\operatorname{dim} H_{4}$, and let $E_{0}, F_{\mathrm{o}} \in \mathcal{B}(H)$ be the operators defined by

$$
E_{\mathrm{o}}=I \oplus-I \oplus 0 \oplus 0 \oplus 0 \quad \text { and } \quad F_{\mathrm{o}}=0 \oplus 0 \oplus I \oplus-I \oplus 0
$$

For every $A, B \in \mathcal{B}(H)$, if $A-B=\lambda E_{\mathrm{o}}+\mu F_{\mathrm{o}}$ for some $\lambda, \mu \in \mathbb{C}$, then there exist $\lambda^{\prime}, \mu^{\prime} \in \mathbb{C}$ such that

$$
\Phi(A)-\Phi(B)=\lambda^{\prime} E_{\mathrm{o}}+\mu^{\prime} F_{\mathrm{o}}
$$

Moreover, if $\mu$ is zero, then so is $\mu^{\prime}$, and $\Phi(A)-\Phi(B)=\lambda^{\prime \prime}(A-B)$ for some $\lambda^{\prime \prime} \in \mathbb{C}$.

Proof. Let $A, B \in \mathcal{B}(H)$ be such that $A-B=\lambda E_{\mathrm{o}}+\mu F_{\mathrm{o}}$ for some $\lambda, \mu \in \mathbb{C}$, and set $F=\lambda I \oplus-\lambda I \oplus \mu I \oplus-\mu I$ with respect to the subspace $G:=H_{1} \oplus \cdots \oplus H_{4}$. Fix unitary operators $U: H_{1} \rightarrow H_{2}$ and $V: H_{3} \rightarrow H_{4}$. Now, take two arbitrary conjugations $J_{1}, J_{3}$ on $H_{1}, H_{3}$ respectively, and put

$$
C=\left[\begin{array}{cccc}
0 & J_{1} U^{*} & 0 & 0 \\
U J_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & J_{3} V^{*} \\
0 & 0 & V J_{3} & 0
\end{array}\right]
$$

It is easy to check that $C$ is a conjugation on $G$ for which the operator $F$ is skew symmetric. Since $A-B=F \oplus 0$ and $A-B \sim \Phi(A)-\Phi(B)$, it follows from Lemma 2.2 that

$$
\Phi(A)-\Phi(B)=R \oplus 0
$$

accordingly to the decomposition $H=G \oplus H_{5}$, where $R$ is a $C$-skew symmetric operator on $G$. Taking into account that $C R C=-R^{*}$, and by writing

$$
R=\left[\begin{array}{llll}
T_{1} & T_{2} & S_{1} & S_{2} \\
T_{3} & T_{4} & S_{3} & S_{4} \\
R_{1} & R_{2} & Q_{1} & Q_{2} \\
R_{3} & R_{4} & Q_{3} & Q_{4}
\end{array}\right]
$$

simple matrix calculations show that

$$
\left[\begin{array}{cccc}
J_{1} U^{*} T_{4} U J_{1} & J_{1} U^{*} T_{3} J_{1} U^{*} & J_{1} U^{*} S_{4} V J_{3} & J_{1} U^{*} S_{3} J_{3} V^{*} \\
U J_{1} T_{2} U J_{1} & U J_{1} T_{1} J_{1} U^{*} & U J_{1} S_{2} V J_{3} & U J_{1} S_{1} J_{3} V^{*} \\
* & * & J_{3} V^{*} Q_{4} V J_{3} & J_{3} V^{*} Q_{3} J_{3} V^{*} \\
* & * & V J_{3} Q_{2} V J_{3} & V J_{3} Q_{1} J_{3} V^{*}
\end{array}\right]=-\left[\begin{array}{cccc}
T_{1}^{*} & T_{3}^{*} & R_{1}^{*} & R_{3}^{*} \\
T_{2}^{*} & T_{4}^{*} & R_{2}^{*} & R_{4}^{*} \\
* & * & Q_{1}^{*} & Q_{3}^{*} \\
* & * & Q_{2}^{*} & Q_{4}^{*}
\end{array}\right] .
$$

Accordingly,

$$
\begin{array}{ccc}
J_{1} U^{*} S_{4} V J_{3}=-R_{1}^{*}, & J_{1} U^{*} S_{3} J_{3} V^{*}=-R_{3}^{*}, & U J_{1} S_{2} V J_{3}=-R_{2}^{*}, \\
U J_{1} T_{2} U J_{1}=-T_{2}^{*}, & J_{1} U_{1}^{*} S_{3} S_{3} J_{1} U^{*}=-R_{4}^{*}=-T_{3}^{*}, & J_{3} V^{*} Q_{3} J_{3} V^{*}=-Q_{3}^{*}, \\
J_{1} U^{*} T_{4} U J_{1}=-T_{1,}^{*}, & J_{3} V_{3}^{*} Q_{4} V J_{3}=-Q_{1}^{*} .
\end{array}
$$

As $J_{1}$ and $J_{3}$ are arbitrary, we get easily from Remark 2.3 (ii) that $S_{i}=R_{i}=0$ for $1 \leq i \leq 4$. On the other hand, considering the equality $U J_{1} T_{2} U J_{1}=-T_{2}^{*}$, we see that $T_{2} U$ is skew-symmetric, and so $T_{2}=0$ by Remark 2.3 (i). In a similar way, we obtain that $T_{3}=Q_{3}=Q_{2}=0$. Furthermore, we get from $J_{1} U^{*} T_{4} U J_{1}=-T_{1}^{*}$ that $U^{*} T_{4} U$ is a scalar multiple of the identity, and hence so is $T_{4}$. Thus, $T_{4}=-\lambda^{\prime} I$ and $T_{1}=\lambda^{\prime} I$ for some $\lambda^{\prime} \in \mathbb{C}$. Analogously, we have $Q_{4}=-\mu^{\prime} I$ and $Q_{1}=\mu^{\prime} I$ for some $\mu^{\prime} \in \mathbb{C}$. Therefore,

$$
\Phi(A)-\Phi(B)=R \oplus 0=\lambda^{\prime} I \oplus-\lambda^{\prime} I \oplus \mu^{\prime} I \oplus-\mu^{\prime} I \oplus 0=\lambda^{\prime} E_{\mathrm{o}}+\mu^{\prime} F_{\mathrm{o}} .
$$

Finally, if $\mu=0$, then $A-B$ is zero on $\left(H_{1} \oplus H_{2}\right)^{\perp}$, and so is $\Phi(A)-\Phi(B)$ by the previous lemma because $(A-B)_{\mid H_{1} \oplus H_{2}}=\lambda I \oplus-\lambda I$ is skew-symmetric with respect to the conjugation $C=\left(\begin{array}{cc}0 & J_{1} U^{*} \\ U_{1} & 0\end{array}\right)$. Thus, $\mu^{\prime}=0$.

Given two non-zero vectors $u, v \in H$, we denote by $u \otimes v$ the rank one operator given by $(u \otimes v)(x)=<$ $x, v>u$ for all $x \in H$.

Let $\mathcal{F}_{2}(H)$ denote the subset of $\mathcal{B}(H)$ of all operators of the form $e \otimes e-f \otimes f$ where $e, f \in H$ are linearly independent unit vectors.

Remark 2.5. Each operator $A \in \mathcal{F}_{2}(H)$ can be represented by

$$
A=\alpha(I \oplus-I \oplus 0)
$$

with respect to an orthogonal decomposition $H=H_{1} \oplus H_{2} \oplus H_{3}$ with $\operatorname{dim} H_{1}=\operatorname{dim} H_{2}=1$ and $\alpha \in \mathbb{C}$. Indeed, since $A$ is a normal operator of trace zero, we can find orthonormal vectors $e_{1}, e_{2}$ in the range of $A$ and a non-zero $\alpha \in \mathbb{C}$ such that $A=\alpha\left(e_{1} \otimes e_{1}-e_{2} \otimes e_{2}\right)$. Thus, it suffices to take $H_{1}=\operatorname{Span}\left\{e_{1}\right\}, H_{2}=\operatorname{Span}\left\{e_{2}\right\}$ and $H_{3}=\operatorname{Span}\left\{e_{1}, e_{2}\right\}^{\perp}$.

The next result gives us a partial information on the form of $\Phi$, and it will be extremely useful for other lemmas.

Lemma 2.6. There exists a map $h: \mathbb{C} \rightarrow \mathbb{C}$ such that

$$
\Phi(\lambda A+\mu B)=h(\lambda) A+h(\mu) B
$$

for all linearly independent operators $A, B \in \mathcal{F}_{2}(H)$ and all $\lambda, \mu \in \mathbb{C}$.
Proof. First, we claim that there exists a map $h: \mathbb{C} \rightarrow \mathbb{C}$ such that $\Phi(\lambda A)=h(\lambda) A$ for every $A \in \mathcal{F}_{2}(H)$ and $\lambda \in \mathbb{C}$.

Let $A=u \otimes u-v \otimes v$ be an operator in $\mathcal{F}_{2}(H)$. According to the previous remark and Lemma 2.4, for every $\lambda \in \mathbb{C}$, there exists a unique scalar $h_{u, v}(\lambda)$ such that

$$
\Phi(\lambda A)=h_{u, v}(\lambda) A
$$

Let us show that $h_{u, v}$ does not depend on $u$ and $v$. For this, we start by showing that we can replace in $h_{u, v}$ the vector $u$ (resp. v) by another unit vector linearly independent with $v$ (resp. $u$ ). Without loss of generality, we take a unit vector $w \in H$ such that $\{v, w\}$ is a linearly independent set, and we will establish that $h_{u, v}=h_{w, v}$. Observe that if $u$ and $w$ are linearly dependent, then $u=\alpha w$ for some unimodular $\alpha \in \mathbb{C}$ and so $h_{u, v}=h_{\alpha w, v}=h_{w, v}$. Hence, we may assume that $u$ and $w$ are linearly independent. Clearly

$$
\lambda A-\lambda(w \otimes w-v \otimes v)=\lambda(u \otimes u-w \otimes w) .
$$

Hence, we get by Lemma 2.4 and Remark 2.5 that

$$
\Phi(\lambda A)-\Phi(\lambda(w \otimes w-v \otimes v))=c(u \otimes u-w \otimes w)
$$

for some $c \in \mathbb{C}$. That is

$$
h_{u, v}(\lambda) A-h_{w, v}(\lambda)(w \otimes w-v \otimes v)=c(u \otimes u-w \otimes w) .
$$

Hence, it may be concluded that

$$
\left(h_{u, v}(\lambda)-c\right) u \otimes u+\left(h_{w, v}(\lambda)-h_{u, v}(\lambda)\right) v \otimes v=\left(h_{w, v}(\lambda)-c\right) w \otimes w
$$

Since $v$ and $w$ are linearly independent, we can find a vector $e$ satisfies $\langle e, v\rangle=1$ and $\langle e, w\rangle=0$. Applying the above operator equality to $e$, we get

$$
\left(h_{u, v}(\lambda)-c\right)\langle e, u\rangle u+\left(h_{w, v}(\lambda)-h_{u, v}(\lambda)\right) v=0
$$

and so $h_{u, v}(\lambda)=h_{w, v}(\lambda)$.
Now let $u^{\prime}, v^{\prime} \in H$ be two other linearly independent unit vectors, and let us show that $h_{u, v}=h_{u^{\prime}, v^{\prime}}$. Obviously, either $\left\{u^{\prime}, u\right\}$ or $\left\{u^{\prime}, v\right\}$ is a linearly independent set. Without loss of generality, we may suppose that $\left\{u^{\prime}, v\right\}$ is a linearly independent set. Hence, it follows by what has already been proved that

$$
h_{u, v}=h_{u^{\prime}, v}=h_{u^{\prime}, v^{\prime}} .
$$

Therefore, $\Phi(\lambda A)=h(\lambda) A$ for every $A \in \mathcal{F}_{2}(H)$ and $\lambda \in \mathbb{C}$.
Now, let $\mu \in \mathbb{C}$, and let $B \in \mathcal{F}_{2}(H)$ be linearly independent with $A$. Since $\lambda A+\mu B-\lambda A=\mu B$ and $\lambda A+\mu B-\mu B=\lambda A$, we infer by Lemma 2.4 that

$$
\Phi(\lambda A+\mu B)-\Phi(\lambda A)=\Phi(\lambda A+\mu B)-h(\lambda) A=c B
$$

and

$$
\Phi(\lambda A+\mu B)-\Phi(\mu B)=\Phi(\lambda A+\mu B)-h(\mu) B=c^{\prime} A
$$

for some $c, c^{\prime} \in \mathbb{C}$. Consequently $h(\mu) B-h(\lambda) A=c B-c^{\prime} A$, and so $h(\lambda)=c^{\prime}$ and $h(\mu)=c$, which establishes the desired result.

Now, we describe explicitly the form of the map $h$ obtained in the previous lemma.
Lemma 2.7. There exist two complex numbers $\alpha$ and $\beta$ such that

$$
\begin{equation*}
h(z)=\alpha z+\beta \bar{z} \quad \text { for every } z \in \mathbb{C} . \tag{1}
\end{equation*}
$$

Proof. We begin by proving that $h$ is additive. Let $z, z^{\prime} \in \mathbb{C}$, and consider $A, B \in \mathcal{F}_{2}(H)$ given by $A=$ $e_{1} \otimes e_{1}-e_{2} \otimes e_{2}$ and $B=e_{3} \otimes e_{3}-e_{4} \otimes e_{4}$ where $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ is an orthonormal set. On account of the previous lemma, we have

$$
\Phi\left(\left(z+z^{\prime}\right) A+z B\right)=h\left(z+z^{\prime}\right) A+h(z) B \quad \text { and } \quad \Phi\left(z^{\prime} A\right)=h\left(z^{\prime}\right) A .
$$

But, since $\left(z+z^{\prime}\right) A+z B-z^{\prime} A=z(A+B)=z I \oplus(-z I) \oplus 0$ with respect to $H=\operatorname{Span}\left\{e_{1}, e_{3}\right\} \oplus \operatorname{Span}\left\{e_{2}, e_{4}\right\} \oplus$ Span $\left\{e_{1}, \ldots, e_{4}\right\}^{\perp}$, Lemma 2.4 implies that

$$
\Phi\left(\left(z+z^{\prime}\right) A+z B\right)-\Phi\left(z^{\prime} A\right)=c(A+B)
$$

for some $c \in \mathbb{C}$. This implies that

$$
h\left(z+z^{\prime}\right) A+h(z) B-h\left(z^{\prime}\right) A=c(A+B),
$$

and so $h\left(z+z^{\prime}\right)-h\left(z^{\prime}\right)=c=h(z)$. Thus, $h$ is additive as claimed.
Now, we establish the form of $h$. For this, we start by proving that $h$ restricted to real numbers is a scalar multiple of the identity. There is no loss of generality in assuming that $h\left(t_{0}\right)$ is non-zero for a certain real number $t_{0}$.

Let $t \in \mathbb{R}$ be non-zero, and choose two operators $F, K \in \mathcal{F}_{2}(H)$ linearly independent and having the same range. Under the fact that $t_{0} F+t K$ is a normal operator of rank two and trace zero, there exist two orthonormal vectors $e_{1}, e_{2}$ and a non-zero $c \in \mathbb{C}$ such that $t_{0} F+t K=c\left(e_{1} \otimes e_{1}-e_{2} \otimes e_{2}\right)$. Hence,

$$
\Phi\left(t_{0} F+t K\right)=h\left(t_{0}\right) F+h(t) K=h(c)\left(e_{1} \otimes e_{1}-e_{2} \otimes e_{2}\right) .
$$

It follows that

$$
\begin{aligned}
h(c) t_{0} F+h(c) t K-h\left(t_{0}\right) c F-h(t) c K & =h(c) t_{0} F+h(c) t K-c\left(h\left(t_{0}\right) F+h(t) K\right) \\
& =h(c) t_{0} F+h(c) t K-h(c) c\left(e_{1} \otimes e_{1}-e_{2} \otimes e_{2}\right) \\
& =h(c) t_{0} F+h(c) t K-h(c)\left(t_{0} F+t K\right)=0,
\end{aligned}
$$

and so

$$
\frac{h\left(t_{0}\right)}{t_{0}}=\frac{h(c)}{c}=\frac{h(t)}{t},
$$

because $F, K$ are linearly independent. Consequently, for $\delta_{0}=\frac{h\left(t_{0}\right)}{t_{0}}$, we get $h(t)=\delta_{0} t$ for every $t \in \mathbb{R}$.
Note that the operator $t_{0} F+t K$ remains normal of rank two and trace zero if $t_{0}$ and $t$ are replaced by purely imaginary non-zero numbers. Accordingly, we obtain in the same way the existence of a complex number $\delta^{\prime}$ satisfying $h(\mathrm{i} t)=\delta^{\prime}$ 'it for every $t \in \mathbb{R}$. Therefore, by setting $\delta_{1}=\delta^{\prime}$ ', we obtain that $h(\mathrm{it})=\delta_{1} t$ for every $t \in \mathbb{R}$.

Letting $z=a+\mathrm{i} b \in \mathbb{C}$ where $a$ and $b$ are real numbers, we get that

$$
\begin{aligned}
h(z) & =h(a)+h(\mathrm{i} b)=\delta_{0} a+\delta_{1} b \\
& =\frac{\delta_{0}-\mathrm{i} \delta_{1}}{2}(a+\mathrm{i} b)+\frac{\delta_{0}+\mathrm{i} \delta_{1}}{2}(a-\mathrm{i} b) \\
& =\alpha z+\beta \bar{z}
\end{aligned}
$$

where $\alpha=2^{-1}\left(\delta_{0}-\mathrm{i} \delta_{1}\right)$ and $\beta=2^{-1}\left(\delta_{0}+\mathrm{i} \delta_{1}\right)$. This finishes the proof.
For an operator $T \in \mathcal{B}(H)$, write $\operatorname{ran}(T)$ for its range and $\operatorname{ker}(T)$ for its kernel.

Lemma 2.8. Consider an orthogonal decomposition $H=H_{1} \oplus \cdots \oplus H_{5}$ where $\operatorname{dim} H_{1}=\operatorname{dim} H_{2}$ and $\operatorname{dim} H_{3}=$ $\operatorname{dim} H_{4}$. Let $E_{\mathrm{o}}, F_{\mathrm{o}} \in \mathcal{B}(H)$ be defined by

$$
E_{\mathrm{o}}=I \oplus-I \oplus 0 \oplus 0 \oplus 0 \quad \text { and } \quad F_{\mathrm{o}}=0 \oplus 0 \oplus I \oplus-I \oplus 0
$$

Then

$$
\Phi\left(\lambda E_{\mathrm{o}}+\mu F_{\mathrm{o}}\right)=h(\lambda) E_{\mathrm{o}}+h(\mu) F_{\mathrm{o}} \quad \text { for every } \lambda, \mu \in \mathbb{C}
$$

Proof. Let $\lambda, \mu \in \mathbb{C}$, and put $A=\lambda E_{\mathrm{o}}+\mu F_{\mathrm{o}}$. By Lemma 2.4, we can write $\Phi(A)=\lambda^{\prime} E_{\mathrm{o}}+\mu^{\prime} F_{\mathrm{o}}$. Choose an orthonormal system $\left\{e_{1}, \ldots, e_{4}\right\}$ where $e_{i} \in H_{i}$, and set $F=e_{1} \otimes e_{1}-e_{2} \otimes e_{2}$ and $K=e_{3} \otimes e_{3}-e_{4} \otimes e_{4}$. Note that we can represent

$$
A-(\lambda F+\mu K)=\lambda I \oplus-\lambda I \oplus \mu I \oplus-\mu I \oplus 0
$$

with respect to the new decomposition $H=H_{1}^{\prime} \oplus \cdots \oplus H_{5}^{\prime}$ where $H_{i}^{\prime}=H_{i} \ominus \operatorname{Span}\left\{e_{i}\right\}$ for $1 \leq i \leq 4$ and $H_{5}^{\prime}=\operatorname{Span}\left\{e_{1}, \ldots, e_{4}\right\} \oplus H_{5}$. It follows by Lemma 2.6 that $\Phi(\lambda F+\mu K)=h(\lambda) F+h(\mu) K$, and by Lemma 2.4 that

$$
(\Phi(A)-\Phi(\lambda F+\mu K))_{\mid H_{5}^{\prime}}=(\Phi(A)-h(\lambda) F-h(\mu) K)_{\mid H_{5}^{\prime}}=0
$$

Computing for $e_{1}$ and $e_{3}$, we obtain that $\lambda^{\prime}=h(\lambda)$ and $\mu^{\prime}=h(\mu)$.
In the sequel, $H$ is assumed to be infinite dimensional. Recall that an orthogonal projection is said to be a proper projection if its kernel and range are infinite dimensional subspaces. We denote by $\mathcal{P}_{\infty}(H)$ the set of all proper projections in $\mathcal{B}(H)$.

Lemma 2.9. We have

$$
\Phi(\lambda P)=h(\lambda) P \quad \text { for every } P \in \mathcal{P}_{\infty}(H) \text { and } \lambda \in \mathbb{C} .
$$

Proof. Let $P \in \mathcal{P}_{\infty}(H)$ and $\lambda \in \mathbb{C}$. Then, $P=0 \oplus I \oplus 0 \oplus 0 \oplus 0$ with respect to an orthogonal decomposition of $H$ into infinite-dimensional subspaces. Consider $Q, R \in \mathcal{P}_{\infty}(H)$ defined by

$$
Q=0 \oplus I \oplus I \oplus 0 \oplus 0 \quad \text { and } \quad R=0 \oplus 0 \oplus 0 \oplus I \oplus 0 .
$$

Since $\lambda(Q-R)-\lambda P=\lambda(Q-R-P)=\lambda(0 \oplus 0 \oplus I \oplus-I \oplus 0)$, Lemma 2.4 ensures the existence of $c \in \mathbb{C}$ such that

$$
\Phi(\lambda(Q-R))-\Phi(\lambda P)=c(Q-R-P)
$$

Note that, with respect to a suitable orthogonal decomposition of $H$ into infinite-dimensional subspaces, we may write $Q=I \oplus 0 \oplus 0$ and $R=0 \oplus I \oplus 0$, so that $Q-R=I \oplus-I \oplus 0$. Thus, by Lemma 2.8, we have

$$
\Phi(\lambda(Q-R))=h(\lambda)(Q-R)
$$

It may be concluded that

$$
\Phi(\lambda P)=\Phi(\lambda(Q-R))-c(Q-R-P)=c P+(h(\lambda)-c) Q+(c-h(\lambda)) R .
$$

Replacing $R$ by $R^{\prime}=0 \oplus 0 \oplus 0 \oplus 0 \oplus I$, we get in a similar way that

$$
\Phi(\lambda P)=c^{\prime} P+\left(h(\lambda)-c^{\prime}\right) Q+\left(c^{\prime}-h(\lambda)\right) R^{\prime}
$$

for some $c^{\prime} \in \mathbb{C}$. Since $\left\{P, Q, R, R^{\prime}\right\}$ is a linearly independent set, we infer that $c^{\prime}=c=h(\lambda)$. Therefore, $\Phi(\lambda P)=h(\lambda) P$ as desired.

In order to establish the form of $\Phi$ for a linear combination of proper projections, we start by the following special case.

Lemma 2.10. Let $P, Q \in \mathcal{P}_{\infty}(H)$ be such that $\operatorname{codim} \overline{\operatorname{ran}(P)+\operatorname{ran}(Q)}=\infty$. Then

$$
\Phi(\lambda P+\mu Q)=h(\lambda) P+h(\mu) Q \quad \text { for every } \lambda, \mu \in \mathbb{C}
$$

Proof. Suppose first that $P Q=0$. The fact that codim $\overline{\operatorname{ran}(P)+\operatorname{ran}(Q)}=\infty$ leads to $P=I \oplus 0 \oplus 0 \oplus 0 \oplus 0 \oplus 0$ and $Q=0 \oplus I \oplus 0 \oplus 0 \oplus 0 \oplus 0$ on a suitable orthogonal decomposition of infinite-dimensional subspaces. As

$$
\lambda P+\mu Q-(\lambda+\mu) Q=\lambda(P-Q)
$$

Lemma 2.4 implies that

$$
\Phi(\lambda P+\mu Q)-\Phi((\lambda+\mu) Q)=c(P-Q)
$$

for some $c \in \mathbb{C}$. But, by the previous lemma $\Phi((\lambda+\mu) Q)=h(\lambda+\mu) Q$, and then

$$
\Phi(\lambda P+\mu Q)=c P+(h(\lambda+\mu)-c) Q
$$

Consider $A=\lambda I \oplus \mu I \oplus \lambda I \oplus-\lambda I \oplus \mu I \oplus-\mu I$. Since

$$
A-(\lambda P+\mu Q)=0 \oplus 0 \oplus \lambda I \oplus-\lambda I \oplus \mu I \oplus-\mu I
$$

we infer by Lemma 2.4 that $(\Phi(A)-\Phi(\lambda P+\mu Q))_{\mid \operatorname{ran}(P)}=0$, and thus $\Phi(A)_{\mid \operatorname{ran}(P)}=c I$. According to Lemma 2.8, we have

$$
\Phi(A)=h(\lambda) I \oplus h(\mu) I \oplus h(\lambda) I \oplus-h(\lambda) I \oplus h(\mu) I \oplus-h(\mu) I
$$

that is $\Phi(A)_{\operatorname{ran}(P)}=h(\lambda) I$. Therefore, $c=h(\lambda)$ and so $\Phi(\lambda P+\mu Q)=h(\lambda) P+h(\mu) Q$.
Now, for the general case, we can choose a proper projection $R$ such that $R P=R Q=0$. Hence, Lemma 2.4 asserts that

$$
\Phi(\lambda P+\mu Q)-\Phi(\lambda R+\mu Q)=c^{\prime}(P-R)
$$

for some $c^{\prime} \in \mathbb{C}$. Taking into account the previous case, we get that

$$
\Phi(\lambda P+\mu Q)=h(\lambda) R+h(\mu) Q+c^{\prime}(P-R)
$$

Since the choice of $R$ is arbitrary, we obtain necessary that $h(\lambda)=c^{\prime}$, and thus

$$
\Phi(\lambda P+\mu Q)=h(\lambda) P+h(\mu) Q
$$

This completes the proof.
Lemma 2.11. Let $P_{i} \in \mathcal{P}_{\infty}(H), 1 \leq i \leq n$, be such that codim $\overline{\operatorname{ran}\left(P_{1}\right)+\cdots+\operatorname{ran}\left(P_{n}\right)}=\infty$. Then, for every $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{C}$, we have

$$
\begin{equation*}
\Phi\left(\sum_{i=1}^{n} \lambda_{i} P_{i}\right)=\sum_{i=1}^{n} h\left(\lambda_{i}\right) P_{i} . \tag{2}
\end{equation*}
$$

Proof. The proof is by induction on $n$. According to Lemmas 2.9 and 2.10, we can assume that (2) holds for a fixed $n \geq 2$.

Let $\lambda_{i} \in \mathbb{C}$ and $P_{i} \in \mathcal{P}_{\infty}(H), 1 \leq i \leq n+1$, where codim $\overline{\operatorname{ran}\left(P_{1}\right)+\cdots+\operatorname{ran}\left(P_{n+1}\right)}=\infty$. The fact that $h$ is additive allows to assume, without loss of generality, that $P_{i} \neq P_{j}$ for $i \neq j$.

Firstly, consider the particular case when $P_{n+1} P_{n}=P_{n+1} P_{1}=0$. Let $K \in\left\{P_{1}, P_{n}\right\}$. Clearly, the operator $P_{n+1}-K$ can be written as $I \oplus-I \oplus 0$ with respect to a suitable orthogonal decomposition of infinite-dimensional subspaces, and hence by Lemma 2.4 we have

$$
\Phi\left(\sum_{i=1}^{n+1} \lambda_{i} P_{i}\right)-\Phi\left(\sum_{i=1}^{n} \lambda_{i} P_{i}+\lambda_{n+1} K\right)=c_{K}\left(P_{n+1}-K\right)
$$

for some $c_{K} \in \mathbb{C}$. From induction hypothesis, we obtain

$$
\Phi\left(\sum_{i=1}^{n} \lambda_{i} P_{i}+\lambda_{n+1} K\right)=\sum_{i=1}^{n} h\left(\lambda_{i}\right) P_{i}+h\left(\lambda_{n+1}\right) K .
$$

Consequently,

$$
\Phi\left(\sum_{i=1}^{n+1} \lambda_{i} P_{i}\right)-\sum_{i=1}^{n} h\left(\lambda_{i}\right) P_{i}=h\left(\lambda_{n+1}\right) K+c_{K}\left(P_{n+1}-K\right) .
$$

Writing this equality for $K=P_{1}$ and for $K=P_{n}$, we get that

$$
h\left(\lambda_{n+1}\right) P_{1}+c_{1}\left(P_{n+1}-P_{1}\right)=h\left(\lambda_{n+1}\right) P_{n}+c_{n}\left(P_{n+1}-P_{n}\right) .
$$

The multiplication by $P_{n+1}$ leads to $c_{1}=c_{n}$, and so

$$
\left(h\left(\lambda_{n+1}\right)-c_{1}\right) P_{1}=\left(h\left(\lambda_{n+1}\right)-c_{1}\right) P_{n}
$$

As $P_{1} \neq P_{n}$, we obtain $h\left(\lambda_{n+1}\right)=c_{1}$ and

$$
\Phi\left(\sum_{i=1}^{n+1} \lambda_{i} P_{i}\right)=\sum_{i=1}^{n+1} h\left(\lambda_{i}\right) P_{i}
$$

Now, we consider the general case. As codim $\overline{\operatorname{ran}\left(P_{1}\right)+\cdots+\operatorname{ran}\left(P_{n+1}\right)}=\infty$, we can choose $Q \in \mathcal{P}_{\infty}(H)$ such that $Q P_{i}=0$ for every $1 \leq i \leq n+1$. From Lemma 2.4, there is $c \in \mathbb{C}$ such that

$$
\Phi\left(\sum_{i=1}^{n+1} \lambda_{i} P_{i}\right)-\Phi\left(\sum_{i=1}^{n} \lambda_{i} P_{i}+\lambda_{n+1} Q\right)=c\left(P_{n+1}-Q\right) .
$$

On the other hand, by the previous case, we have

$$
\Phi\left(\sum_{i=1}^{n} \lambda_{i} P_{i}+\lambda_{n+1} Q\right)=\sum_{i=1}^{n} h\left(\lambda_{i}\right) P_{i}+h\left(\lambda_{n+1}\right) Q .
$$

Therefore,

$$
\Phi\left(\sum_{i=1}^{n+1} \lambda_{i} P_{i}\right)=\sum_{i=1}^{n} h\left(\lambda_{i}\right) P_{i}+c P_{n+1}+\left(h\left(\lambda_{n+1}\right)-c\right) Q .
$$

Since $Q$ is not unique, we necessary get that $c=h\left(\lambda_{n+1}\right)$, and so

$$
\Phi\left(\sum_{i=1}^{n+1} \lambda_{i} P_{i}\right)=\sum_{i=1}^{n+1} h\left(\lambda_{i}\right) P_{i}
$$

as desired.
Remark 2.12. Given two subspaces $M, N \subseteq H$ of infinite dimension and codimension, there exist two orthogonal subspaces $M_{1}, M_{2}$ of $M$ such that

$$
\operatorname{dim} M_{i}=\operatorname{dim} M \ominus M_{i}=\operatorname{codim} \overline{M_{i}+N}=\infty, \text { for } i \in\{1,2\}
$$

Indeed, take an orthonormal basis $\left\{u_{n}: n \geq 1\right\}$ of $N^{\perp}$ and write $u_{n}=x_{n}+y_{n}$ where $x_{n} \in M$ and $y_{n} \in M^{\perp}$. Choose a subsequence $\left\{x_{n_{k}}\right\}_{k}$ of $\left\{x_{n}\right\}_{n}$ so that the subspace $K=M \ominus \overline{\operatorname{Span}\left\{x_{n_{k}}: k \geq 1\right\}}$ has infinite dimension. Then $u_{n_{k}} \in K^{\perp} \cap N^{\perp}$ for every $k \geq 1$. Therefore, every orthogonal infinite-dimensional subspaces $M_{1}, M_{2}$ of $K$ satisfy the requirement properties.

Lemma 2.13. Let $P_{i} \in \mathcal{P}_{\infty}(H), 1 \leq i \leq n$, and let $Q_{j} \in \mathcal{P}_{\infty}(H), 1 \leq j \leq m$, be such that $\operatorname{codim} \overline{\operatorname{ran}\left(Q_{1}\right)+\cdots+\operatorname{ran}\left(Q_{m}\right)}=$ $\infty$. Then, for every $\lambda_{1}, \ldots, \lambda_{n}, \mu_{1}, \ldots, \mu_{m} \in \mathbb{C}$, we have

$$
\begin{equation*}
\Phi\left(\sum_{i=1}^{n} \lambda_{i} P_{i}+\sum_{j=1}^{m} \mu_{j} Q_{j}\right)=\sum_{i=1}^{n} h\left(\lambda_{i}\right) P_{i}+\sum_{j=1}^{m} h\left(\mu_{j}\right) Q_{j} . \tag{3}
\end{equation*}
$$

Proof. We proceed by induction on $n$. It is customary to use the standard convention that the sum over an empty set is zero, and hence the case $n=0$ is proved in Lemma 2.11.

Suppose that (3) holds for $n \geq 0$. Let $P_{i} \in \mathcal{P}_{\infty}(H), 1 \leq i \leq n+1$, and let $Q_{j} \in \mathcal{P}_{\infty}(H), 1 \leq j \leq m$, be such that codim $\overline{\operatorname{ran}\left(Q_{1}\right)+\ldots+\operatorname{ran}\left(Q_{m}\right)}=\infty$. Taking $M=\operatorname{ran}\left(P_{n+1}\right)$ and $N=\overline{\operatorname{ran}\left(Q_{1}\right)+\cdots+\operatorname{ran}\left(Q_{m}\right)}$ in the previous remark, we can easily construct proper projections $R_{1}$ and $R_{2}$ that fulfill $\left\{R_{1}, R_{2}, P_{n+1}\right\}$ is a linearly independent set, $\operatorname{ran}\left(R_{k}\right) \subset \operatorname{ran}\left(P_{n+1}\right)$ and

$$
\operatorname{dim} \operatorname{ran}\left(P_{n+1}-R_{k}\right)=\operatorname{codim} \overline{\operatorname{ran}\left(R_{k}\right)+\operatorname{ran}\left(Q_{1}\right)+\cdots+\operatorname{ran}\left(Q_{m}\right)}=\infty
$$

for $k=1,2$. Fix $k \in\{1,2\}$, and set

$$
A=\sum_{i=1}^{n+1} \lambda_{i} P_{i}+\sum_{j=1}^{m} \mu_{j} Q_{j} \quad \text { and } \quad B=\sum_{i=1}^{n} \lambda_{i} P_{i}+2 \lambda_{n+1} R_{k}+\sum_{j=1}^{m} \mu_{j} Q_{j}
$$

Since $\operatorname{ran}\left(R_{k}\right) \subset \operatorname{ran}\left(P_{n+1}\right)$, we can write $P_{n+1}-2 R_{k}=I \oplus-I \oplus 0$ with respect to the orthogonal decomposition $H=\operatorname{ran}\left(P_{n+1}-R_{k}\right) \oplus \operatorname{ran}\left(R_{k}\right) \oplus \operatorname{ker}\left(P_{n+1}\right)$. As $A-B=\lambda_{n+1}\left(P_{n+1}-2 R_{k}\right)$, it follows from Lemma 2.4 and induction hypothesis that

$$
\begin{aligned}
\Phi(A)-\Phi(B) & =\Phi(A)-\left(\sum_{i=1}^{n} h\left(\lambda_{i}\right) P_{i}+2 h\left(\lambda_{n+1}\right) R_{k}+\sum_{j=1}^{m} h\left(\mu_{j}\right) Q_{j}\right) \\
& =c_{k}\left(P_{n+1}-2 R_{k}\right)
\end{aligned}
$$

for some $c_{k} \in \mathbb{C}$, and so

$$
\Phi(A)=\sum_{i=1}^{n} h\left(\lambda_{i}\right) P_{i}+\sum_{j=1}^{m} h\left(\mu_{j}\right) Q_{j}+c_{k} P_{n+1}+\left(2 h\left(\lambda_{n+1}\right)-2 c_{k}\right) R_{k} .
$$

We deduce that

$$
c_{1} P_{n+1}+\left(2 h\left(\lambda_{n+1}\right)-2 c_{1}\right) R_{1}=c_{2} P_{n+1}+\left(2 h\left(\lambda_{n+1}\right)-2 c_{2}\right) R_{2},
$$

and hence $2 h\left(\lambda_{n+1}\right)-2 c_{1}=0$, that is $c_{1}=h\left(\lambda_{n+1}\right)$. Therefore

$$
\Phi(A)=\sum_{i=1}^{n+1} h\left(\lambda_{i}\right) P_{i}+\sum_{j=1}^{m} h\left(\mu_{j}\right) Q_{j}
$$

the desired equality.
From [14, Corollary 2.3], every operator on $H$ is a linear combination of sixteen orthogonal projections. It follows that every operator on $H$ is a finite linear combination of proper projections. Indeed, for a given projection $P, H$ can be decomposed as an orthogonal sum of $\operatorname{ran}(P)$ and $\operatorname{ker}(P)$. When $\operatorname{ran}(P)(\operatorname{resp}$. $\operatorname{ker}(P)$ ) has infinite-dimension, we decompose it as an orthogonal sum of two infinite-dimensional subspaces, and we write $P=I \oplus I \oplus 0=I \oplus 0 \oplus 0+0 \oplus I \oplus 0$ (resp. $P=I \oplus 0 \oplus 0=I \oplus I \oplus 0-0 \oplus I \oplus 0$ ).

Now, we present the proof of Theorem 1.1.
Proof. [Proof of Theorem 1.1] (i) $\Rightarrow$ (ii). Let $\alpha$ and $\beta$ be the complex numbers obtained in Lemma 2.7, and let $T \in \mathcal{B}(H)$. Then, there are complex numbers $\lambda_{1}, \ldots, \lambda_{n}$ and proper projections $P_{i} \in \mathcal{P}_{\infty}(H), 1 \leq i \leq n$, such that $T=\sum_{i=1}^{n} \lambda_{i} P_{i}$. Taking $m=1$ in the previous lemma, we get that

$$
\begin{aligned}
\Phi(T) & =\Phi\left(\sum_{i=1}^{n} \lambda_{i} P_{i}\right)=\Phi\left(\sum_{i=1}^{n-1} \lambda_{i} P_{i}+\lambda_{n} P_{n}\right)=\sum_{i=1}^{n} h\left(\lambda_{i}\right) P_{i} \\
& =\alpha\left(\sum_{i=1}^{n} \lambda_{i} P_{i}\right)+\beta\left(\sum_{i=1}^{n} \overline{\lambda_{i}} P_{i}\right)=\alpha T+\beta T^{*} .
\end{aligned}
$$

The implication $($ ii $) \Rightarrow$ (i) follows immediately from the fact that for a fixed conjugation $C$ on $H$, the set of C-skew symmetric operators forms a *-closed subspace of $\mathcal{B}(H)$.

For $T \in \mathcal{B}\left(\mathbb{C}^{n}\right)$, we denote by $\operatorname{tr}(T)$ the trace of $T$. We present now the proof of Theorem 1.3.

Proof. [Proof of Theorem 1.3] (i) $\Rightarrow$ (ii). First, we establish the form of $\Phi$ on the set of scalar multiple of rank-one projections. Let $u \in \mathbb{C}^{n}$ be a unit vector, and let $\lambda \in \mathbb{C}$. We can choose an orthonormal basis $\left\{e_{k}\right\}_{1 \leq k \leq n}$ of $\mathbb{C}^{n}$ such that $e_{1}=u$. It follows from Lemma 2.6 that $\Phi\left(\lambda\left(e_{1} \otimes e_{1}-e_{k} \otimes e_{k}\right)\right)=h(\lambda)\left(e_{1} \otimes e_{1}-e_{k} \otimes e_{k}\right)$ for every $2 \leq k \leq n$, and hence

$$
\begin{aligned}
\Phi(n \lambda u \otimes u-\lambda I) & =\Phi\left(\sum_{k=2}^{n} \lambda\left(e_{1} \otimes e_{1}-e_{k} \otimes e_{k}\right)\right)=\sum_{k=2}^{n} \Phi\left(\lambda\left(e_{1} \otimes e_{1}-e_{k} \otimes e_{k}\right)\right) \\
& =\sum_{k=2}^{n} h(\lambda)\left(e_{1} \otimes e_{1}-e_{k} \otimes e_{k}\right)=n h(\lambda) u \otimes u-h(\lambda) I
\end{aligned}
$$

Therefore, we get that

$$
\Phi(\lambda u \otimes u)=h(\lambda) u \otimes u+\frac{1}{n}[\Phi(\lambda I)-h(\lambda) I] .
$$

Note that $h(\lambda)=\alpha \lambda+\beta \bar{\lambda}$ for every $\lambda \in \mathbb{C}$ by Lemma 2.7. Since, by the spectral theorem [4, Theorem II.7.6], every normal operator $N$ on $\mathbb{C}^{n}$ is a linear combination of rank-one projections $u_{i} \otimes u_{i}$, it may be concluded that

$$
\begin{aligned}
\Phi(N) & =\Phi\left(\sum_{i=1}^{n} \lambda_{i} u_{i} \otimes u_{i}\right)=\sum_{i=1}^{n} \Phi\left(\lambda_{i} u_{i} \otimes u_{i}\right) \\
& =\sum_{i=1}^{n}\left(\alpha \lambda_{i}+\beta \overline{\lambda_{i}}\right) u_{i} \otimes u_{i}+\sum_{i=1}^{n} \frac{1}{n}\left[\Phi\left(\lambda_{i} I\right)-h\left(\lambda_{i}\right) I\right] \\
& =\alpha N+\beta N^{*}+\frac{1}{n}(\Phi(\operatorname{tr}(N) I)-h(\operatorname{tr}(N)) I)
\end{aligned}
$$

This form of $\Phi$ remains true for every $T \in \mathcal{B}\left(\mathbb{C}^{n}\right)$ because every operator is the sum of two normal ones. If we let $\Psi(T)=\frac{1}{n}(\Phi(\operatorname{tr}(T) I)-h(\operatorname{tr}(T)) I)$ for every $T \in \mathcal{B}\left(\mathbb{C}^{n}\right)$, then clearly $\Psi$ is an additive map on $\mathcal{B}\left(\mathbb{C}^{n}\right)$ that vanishes on $\operatorname{sl}_{n}(\mathbb{C})$, and

$$
\Phi(T)=\alpha T+\beta T^{*}+\Psi(T)
$$

$($ ii $) \Rightarrow($ i) follows from the fact that every skew-symmetric operator $T$ has trace zero. Indeed, if $M$ is the representation matrix of $T$ in some orthonormal basis that satisfy $M^{t r}=-M$, with $M^{t r}$ being the transpose of $M$, then we should have

$$
\operatorname{tr}(T)=\operatorname{tr}(M)=-\operatorname{tr}\left(M^{t r}\right)=-\operatorname{tr}(M)=0
$$

We close this paper by the following question:
Question 2.14. It would be interesting to know if an analogue result of Theorem 1.1 can be obtained in the setting of finite-dimensional Hilbert spaces.
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