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#### Abstract

This paper develops the defect-deferred correction method to solve the non-stationary coupled Stokes/Darcy model. This method is a combination of defect correction method and deferred correction method. And it can not only achieve the second order accuracy in time, but also be applied to the problem with small viscosity and hydraulic conductivity coefficients. The theoretical proof of the stability and the second order accuracy in time are shown. Some numerical experiments are given to verify the error convergence order in time. In addition, compared with the standard Galerkin finite element method, the advantages of the presented method in calculating small viscosity and hydraulic conductivity coefficients will also be reflected in the numerical experiments.


## 1. Introduction

In recent years, the coupling between incompressible flow and porous media flow has received more and more attention in many current industries, such as soil pollution problem, oil drilling simulation and filtering surface water and so on. Therefore, it is practical and necessary to develop some effective numerical methods to investigate the Stokes/Darcy model.

In fact, the Stokes/Darcy model has different governing equations in different regions and possesses multiple physical quantities. These characteristics have caused various difficulties and problems in the numerical simulation of the model. Nevertheless, many numerical calculation methods for solving Stokes/Darcy model have been proposed [1, 7, 11, 17-19, 25]. Qin and Hou have added time filter to the backward Euler scheme of the Stokes/Darcy model to improve the accuracy of the time from the first order to the second order. Also, They achieved that the addition of the time filter can increase the BDF2 scheme from the second order to the third order [21]. Further, Li, Zheng and Layton have analyzed a multi-rate decoupling algorithm that allows different time steps to be used in different sub-domains and improves the calculation accuracy and efficiency [26]. There are also the discontinuous Galerkin methods [23], interface relaxation methods [4] and decoupled methods based on two-grid or multi-grid finite element [5, 9, 16, 20] and so on.

The defect-deferred correction method was first proposed by Aggul, Connors, Erkmen, and Labovsky when solving the problem of fluid-fluid interaction [2]. For this method, it is a combination of defect

[^0]correction method and deferred correction method. The defect correction method starts from a stable, loworder, and inexpensive method, and proceeds by calculating a series of approximate solutions on the same grid, gradually improving the accuracy. It uses a simple and effective artificial viscosity approximation to increase the viscosity coefficient of the flow. After that, a deferred correction method was established on this basis and applied to the data-passing scheme $[8,10]$ to create an unconditionally stable secondorder precision partition time method. The combination of the defect correction and deferred correction was successfully tested in application to the one-domain Navier-Stokes equations [3] and the two-domain convection dominated convection diffusion problem [10].

In this paper, the defect-deferred correction method is mainly used to solve the numerical solutions of the Stokes/Darcy model with small viscosity and hydraulic conductivity coefficients. As the viscosity coefficient and hydraulic conductivity coefficient become smaller, the error of the standard Galerkin finite element method will increase rapidly. The defect-deferred correction method proposed not only achieves the second order accuracy in time, but also keeps the calculation results stable when the viscosity and hydraulic conductivity coefficients in the Stokes/Darcy model are small.

The rest of the paper is arranged as follows: The second section of this article mainly describes Stokes/Darcy model and preliminary work. The third section is devoted to the proof of stability and the error estimates of the fully discrete scheme. Finally, two numerical experiments verify the second order accuracy in time and the superiority of the algorithm for small viscosity/hydraulic conductivity coefficients in the Stokes/Darcy model.

## 2. Coupled Stokes/Darcy model

Let us take into account the model for coupling fluid and porous media flows in a bound smooth domain $\Omega \subset \mathbb{R}^{2}$, which consists of two sub-domains $\Omega_{f}$ and $\Omega_{p}$ simply. Interface $\Gamma$ divides $\Omega$ into $\Omega_{p}$ and $\Omega_{f}$, i.e. $\Omega=\Omega_{p} \cup \Omega_{f}$. Next, the boundary $\Gamma_{f}=\partial \Omega_{f} \cap \partial \Omega, \Gamma_{p}=\partial \Omega_{p} \cap \partial \Omega$ and interface $\Gamma=\partial \Omega_{f} \cap \partial \Omega_{p}$ are introduced. In the rest of this paper, we always use boldface characters to denote vectors or vector valued spaces. $\mathbf{n}_{p}$ and $\mathbf{n}_{f}$ represent the unit outward normal vectors of $\partial \Omega_{p}$ and $\partial \Omega_{f}$, respectively. The motion in fluid region $\Omega_{f}$ is governed by the Stokes equations [21, 22]:

$$
\begin{array}{ll}
\frac{\partial \mathbf{u}_{f}}{\partial t}-\nabla \cdot\left(\mathbb{T}_{v}\left(\mathbf{u}_{f}, p_{f}\right)\right)=\mathbf{g}_{f}, & \text { in } \Omega_{f}, \\
\nabla \cdot \mathbf{u}_{f}=0, & \text { in } \Omega_{f},  \tag{1}\\
\mathbf{u}_{f}(\mathbf{x}, 0)=\mathbf{u}_{f}^{0}(\mathbf{x}), & \text { in } \Omega_{f},
\end{array}
$$

where $\mathbb{T}_{v}\left(\mathbf{u}_{f}, p_{f}\right)=-p_{f} \mathbb{I}+2 v \mathbb{D}\left(\mathbf{u}_{f}\right)$ is the stress tensor and $\mathbb{D}\left(\mathbf{u}_{f}\right)=\frac{1}{2}\left(\nabla \mathbf{u}_{f}+\nabla^{\mathrm{T}} \mathbf{u}_{f}\right)$ is the deformation rate tensor. II is the identity tensor and is expressed as

$$
\mathbb{I}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

$v$ is the kinetic viscosity and $\mathbf{g}_{f}(\mathbf{x}, t)$ is the external force. The motion in porous medium region $\Omega_{p}$ is governed by

$$
\begin{array}{ll}
\frac{S_{0} \partial \phi_{p}}{\partial t}-\nabla \cdot \mathbb{K} \nabla \phi_{p}=g_{p}, & \text { in } \Omega_{p}  \tag{2}\\
\phi_{p}(\mathbf{x}, 0)=\phi_{p}^{0}(\mathbf{x}), & \text { in } \Omega_{p}
\end{array}
$$

where $S_{0}$ is the water storage coefficient. $\mathbb{K}$ represents the hydraulic conductivity in $\Omega_{p}$, which is the positive symmetric tensor, and is allowed to change in space. The $g_{p}(\mathbf{x}, t)$ is a source term with a solvability condition $\int_{\Omega_{p}} g_{p}(\mathbf{x}, t)=0$. The above equations (1) and (2) are coupled together by the following boundary conditions,

$$
\begin{equation*}
\mathbf{u}_{f}=0, \text { on } \Gamma_{f}, \quad \phi_{p}=0, \text { on } \Gamma_{p}, \tag{3}
\end{equation*}
$$

and the interface conditions on $\Gamma$,

$$
\begin{align*}
& \mathbf{u}_{f} \cdot \mathbf{n}_{f}-\mathbb{K} \nabla \phi_{p} \cdot \mathbf{n}_{p}=0, \\
& -\left[\mathbb{T}_{v}\left(\mathbf{u}_{f}, p_{f}\right) \cdot \mathbf{n}_{f}\right] \cdot \mathbf{n}_{f}=g \phi_{p}, \\
& -\left[\mathbb{T}_{v}\left(\mathbf{u}_{f}, p_{f}\right) \cdot \mathbf{n}_{f}\right] \cdot \tau=\frac{\sqrt{2} \alpha v}{\sqrt{\operatorname{trace} \Pi}} \mathbf{u}_{f} \cdot \tau, \tag{4}
\end{align*}
$$

where $\tau$ is the orthonormal tangential unit vectors along $\Gamma . \alpha$ is an experimentally validated parameter and $\Pi$ represents the permeability. Here $g$ represents the gravitational constant. The interface condition is called the Beavers-Joseph-Saffman interface condition [6, 13, 15, 24].

Then, let us introduce some function spaces:

$$
\begin{array}{ll}
\mathbf{X}_{f}=\left\{\mathbf{v}_{f} \in \mathbf{H}^{1}\left(\Omega_{f}\right):\left.\mathbf{v}_{f}\right|_{\Gamma_{f}}=0\right\}, \quad X_{p}=\left\{\psi_{p} \in H^{1}\left(\Omega_{p}\right):\left.\psi_{p}\right|_{\Gamma_{p}}=0\right\} \\
Q_{f}=L^{2}\left(\Omega_{f}\right), & \mathbf{U}=\mathbf{X}_{f} \times X_{p} .
\end{array}
$$

We equip the domain $D\left(D=\Omega_{p}\right.$ or $\left.\Omega_{f}\right)$ with the usual $L^{2}$-scalar product $(\cdot, \cdot)_{D}$ and $L^{2}$-norm $\|\cdot\|_{D}$, which is expressed as $\|\cdot\|_{L^{2}}$. On the interface $\Gamma$, the $L^{2}$ inner product is defined as $(\cdot, \cdot)_{\Gamma}$. Besides, the space $\mathbf{X}_{f}$ and $X_{p}$ are equipped with the following norms

$$
\begin{array}{ll}
\left\|\mathbf{v}_{f}\right\|_{f}=\left\|\nabla \mathbf{v}_{f}\right\|_{L^{2}}=\sqrt{\left(\nabla \mathbf{v}_{f}, \nabla \mathbf{v}_{f}\right)_{\Omega_{f}}}, \quad \forall \mathbf{v}_{f} \in \mathbf{X}_{f} \\
\left\|\psi_{p}\right\|_{p}=\left\|\nabla \psi_{p}\right\|_{L^{2}}=\sqrt{\left(\nabla \psi_{p}, \nabla \psi_{p}\right)_{\Omega_{p}}}, \quad \forall \psi_{p} \in X_{p}
\end{array}
$$

And the space $\mathbf{U}$ equipped with the norms: $\forall \underline{\mathbf{u}}=\left(\mathbf{u}_{f}, \phi_{p}\right)^{\mathrm{T}} \in \mathbf{U}$,

$$
\begin{aligned}
& \|\underline{\mathbf{u}}\|_{0}=\sqrt{\left(\mathbf{u}_{f}, \mathbf{u}_{f}\right)_{\Omega_{f}}}+\sqrt{g S_{0}\left(\phi_{p}, \phi_{p}\right)_{\Omega_{p}}} \\
& \|\underline{\mathbf{u}}\|_{U}=\sqrt{v\left(\nabla \mathbf{u}_{f}, \nabla \mathbf{u}_{f}\right)_{\Omega_{f}}}+\sqrt{g \mathbb{K}\left(\nabla \phi_{p}, \nabla \phi_{p}\right)_{\Omega_{p}}}
\end{aligned}
$$

For functions $v(x, t)$, we define the norms,

$$
\|v\|_{L^{2}\left(0, T ; \mathbf{L}^{2}(\Omega)\right)}=\left(\int_{0}^{T}\|v(\cdot, t)\|_{L^{2}}^{2} \mathrm{dt}\right)^{\frac{1}{2}},\|v\|_{L^{\infty}\left(0, T ; \mathbf{L}^{2}(\Omega)\right)}=\operatorname{ess} \sup _{(0<t<T)}\|v(\cdot, t)\|_{L^{2}}
$$

Then the variational formulation for the time-dependent Stokes/Darcy model as follows: For $\mathbf{g}_{f} \in$ $L^{2}\left(0, T ; \mathbf{L}^{2}\left(\Omega_{f}\right)\right)$ and $g_{p} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{p}\right)\right)$, find $\underline{\mathbf{u}}=\left(\mathbf{u}_{f}, \phi_{p}\right)^{T} \in L^{2}\left(0, T ; \mathbf{X}_{f}\right) \cap L^{\infty}\left(0, T ; \mathbf{L}^{2}\left(\Omega_{f}\right)\right) \times L^{2}\left(0, T ; X_{p}\right) \cap$ $L^{\infty}\left(0, T ; L^{2}\left(\Omega_{p}\right)\right)$ and $p_{f} \in L^{2}\left(0, T ; Q_{f}\right)$ such that $\bar{\forall}\left(\underline{\mathbf{v}}, q_{f}\right) \in \mathbf{U} \times Q_{f}$ satisfying

$$
\begin{align*}
& \left(\underline{\mathbf{u}}_{t}, \underline{\mathbf{v}}\right)+a(\underline{\mathbf{u}}, \underline{\mathbf{v}})-b\left(\underline{\mathbf{v}}, p_{f}\right)+b\left(\underline{\mathbf{u}}, q_{f}\right)=\langle\mathbf{F}, \underline{\mathbf{v}}\rangle_{\mathbf{U}^{\prime}}, \\
& \underline{\mathbf{u}}(\mathbf{x}, 0)=\underline{\mathbf{u}}^{0} \tag{5}
\end{align*}
$$

where

$$
\begin{aligned}
& \left(\underline{\mathbf{u}}_{t}, \underline{\mathbf{v}}\right)=\left(\mathbf{u}_{f, t}, \mathbf{v}_{f}\right)_{\Omega_{f}}+\left(S_{0} \phi_{p, t}, \psi_{p}\right)_{\Omega_{p}}, \quad a(\underline{\mathbf{u}}, \underline{\mathbf{v}})=v a_{\Omega}(\underline{\mathbf{u}}, \underline{\mathbf{v}})+a_{\Gamma}(\underline{\mathbf{u}}, \underline{\mathbf{v}}) \\
& v a_{\Omega}(\underline{\mathbf{u}}, \underline{\mathbf{v}})=v a_{\Omega_{f}}\left(\mathbf{u}_{f}, \mathbf{v}_{f}\right)+\mathbb{K} a_{\Omega_{p}}\left(\phi_{p}, \psi_{p}\right), \quad a_{\Omega_{p}}\left(\phi_{p}, \psi_{p}\right)=g\left(\nabla \phi_{p}, \nabla \psi_{p}\right)_{\Omega_{p}}, \\
& a_{\Omega_{f}}\left(\mathbf{u}_{f}, \mathbf{v}_{f}\right)=\left(\nabla \mathbf{u}_{f}, \nabla \mathbf{v}_{f}\right)_{\Omega_{f}}+\left(\frac{\alpha \sqrt{d}}{\sqrt{\operatorname{trace}}}\left(\left(\mathbf{u}_{f}, \mathbf{v}_{f}\right)-\left(\left(\mathbf{u}_{f}, \mathbf{v}_{f}\right) \cdot \mathbf{n}_{f}\right) \mathbf{n}_{f}\right)\right)_{\Gamma}, \\
& \langle\mathbf{F}, \underline{\mathbf{v}}\rangle_{\mathbf{U}^{\prime}}=\left(\mathbf{g}_{f}, \mathbf{v}_{f}\right)_{\Omega_{f}}+g\left(g_{p}, \psi_{p}\right)_{\Omega_{p}}, \quad a_{\Gamma}(\underline{\mathbf{u}}, \underline{\mathbf{v}})=g\left(\phi_{p}, \mathbf{v}_{f} \cdot \mathbf{n}_{f}\right)_{\Gamma}-g\left(\psi_{p}, \mathbf{u}_{f} \cdot \mathbf{n}_{f}\right)_{\Gamma}, \\
& b\left(\underline{\mathbf{v}}, p_{f}\right)=\left(p_{f}, \nabla \cdot \mathbf{v}_{f}\right)_{\Omega_{f}},
\end{aligned}
$$

where $\mathbf{U}^{\prime}$ is the dual space of $\mathbf{U}$. The bilinear forms are continuous and coercive (refer to [7]). $\forall \underline{\mathbf{u}}, \underline{\mathbf{v}} \in \mathbf{U}$,

$$
\begin{array}{ll}
a(\underline{\mathbf{u}}, \underline{\mathbf{v}}) \leq C_{c o n}\|\underline{\mathbf{u}}\|_{U}\left\|_{\mathbf{v}}\right\|_{U}, & a(\underline{\mathbf{u}}, \underline{\mathbf{u}}) \geq C_{c o e}\|\underline{\mathbf{u}}\|_{U}^{2},  \tag{6}\\
a_{\Gamma}(\underline{\mathbf{u}}, \underline{\mathbf{v}}) \leq C_{\Gamma}\|\underline{\mathbf{u}}\|_{U}\|\underline{\mathbf{v}}\|_{U}, & \forall \underline{\mathbf{u}}, \underline{\mathbf{v}} \in \mathbf{U},
\end{array}
$$

where $C_{c o n}, C_{c o e}$ and $C_{\Gamma}$ are positive constants and not dependent on the data of the problem. Additionally,

$$
\begin{equation*}
a_{\Gamma}(\underline{\mathbf{u}}, \underline{\mathbf{v}})=-a_{\Gamma}(\underline{\mathbf{v}}, \underline{\mathbf{u}}) \text { and } a_{\Gamma}(\underline{\mathbf{u}}, \underline{\mathbf{u}})=0, \quad \forall \underline{\mathbf{u}}, \underline{\mathbf{v}} \in \mathbf{U} . \tag{7}
\end{equation*}
$$

For the theoretical analysis, we introduce the trace and Poincare inequalities. There exist positive constants $C_{p}$ and $\tilde{C}_{p}$ that depend on the domain $\Omega_{f}$ and $\Omega_{p}$ respectively, such that for all $\mathbf{v}_{f} \in \boldsymbol{X}_{f}$ and $\psi_{p} \in X_{p}$,

$$
\begin{equation*}
\left\|\mathbf{v}_{f}\right\|_{L^{2}} \leq C_{p}\left\|\mathbf{v}_{f}\right\|_{f}, \quad\left\|\psi_{p}\right\|_{L^{2}} \leq \tilde{C}_{p}\left\|\psi_{p}\right\|_{p} \tag{8}
\end{equation*}
$$

## 3. Two step defect-deferred correction

Firstly, let $\left\{t_{n}=n \Delta t\right\}_{n=0}^{N}$ be the mean of the time interval $[0, T]$, and the time step $\Delta t=\frac{T}{N}$. Secondly, $\tau_{f h}$ is constructed as regular triangles of $\Omega_{f}$ in 2D domain with max diameter $h_{f}$. Further, for $\Omega_{p}$, we also define $\tau_{p h}$ with max diameter $h_{p}$. Then $h=\max \left\{h_{f}, h_{p}\right\}$ is set as the maximum diameter of $\Omega$. For simplicity, we assume that $\Omega_{f}$ and $\Omega_{p}$ are smooth domains. Let $\mathbf{X}_{f h} \subset \mathbf{X}_{f}, Q_{f h} \subset Q_{f}$ and $X_{p h} \subset X_{p}$ are finite element spaces. Furthermore, the finite element space pair $\left(\mathbf{X}_{f h}, Q_{f h}\right)$ is assumed to satisfy the usual discrete inf-sup condition or LBB condition for stability of the discrete pressure:

$$
\inf _{q_{f h} \in Q_{f h}} \sup _{\mathbf{v}_{h} \in \mathbf{X}_{f h}} \frac{b\left(\mathbf{v}_{h}, q_{f h}\right)}{\left\|\mathbf{v}_{h}\right\|_{\mathbf{x}_{f}}\left\|q_{f h}\right\|_{Q_{f}}} \geq \beta>0
$$

where $\beta$ is a constant and is independent of $h$. In fact, many finite element space pairs satisfy the discrete inf-sup condition, such as Taylor-Hood elements (P2-P1, P3-P2) and Scott-Vogelius element. In this paper, the theoretical analysis and numerical experiments are based on Taylor-Hood element (P2-P1). Then, we define $\mathbf{U}_{h}=\left(\mathbf{X}_{f h} \times X_{p h}\right) \subset\left(\mathbf{X}_{f} \times X_{p}\right)$. Throughout the remainder of this paper we will use $\underline{\mathbf{t u}}=\left(\mathbf{t} \mathbf{u}_{f}, t \phi_{p}\right)$ and $t p_{f}, \hat{\mathbf{u}}_{h}=\left(\hat{\mathbf{u}}_{f}, \hat{\phi}_{p}\right)$ and $\hat{p}_{f}, \underline{\mathbf{u}}_{h}=\left(\mathbf{c} \mathbf{u}_{f}, c \phi_{p}\right)$ and $c p_{f}$ to denote the true solution, the defect step approximation and the defect-deferred correction step approximation respectively.

For $t \in[0, T], \underline{\hat{\mathbf{u}}}_{h}^{n}$ and $\underline{\mathbf{u}}_{h}^{n}$ will denote the discrete approximation to $\underline{\mathbf{u}}^{n}(n=0,1, \ldots, N)$. The artificial viscosity $H$ is positive and chosen as a stabilization item. In order to facilitate the theoretical analysis below, we set $(v+H) a_{\Omega}(\underline{\mathbf{u}}, \underline{\mathbf{v}})=(v+H) a_{\Omega_{f}}\left(\mathbf{u}_{f}, \mathbf{v}_{f}\right)+(\mathbb{K}+H \mathbb{I}) a_{\Omega_{p}}\left(\phi_{p}, \psi_{p}\right)$. Discretely, divergence-free velocities will be sought in the test space

$$
\mathbf{V}_{h}=\left\{\mathbf{v}_{h} \in \mathbf{U}_{h}: \int_{\Omega} q_{f h} \nabla \cdot \mathbf{v}_{h} d \Omega=0, \quad \forall q_{f h} \in Q_{f h}\right\} .
$$

In addition, there always exists the mesh-independent constant $C$ and the finite elements $\left(\mathbf{u}_{h}, p_{f}\right) \in\left(\mathbf{U}_{h}, Q_{f h}\right)$, that satisfy the following optimal approximation property [27]:

$$
\begin{equation*}
\left\|\mathbf{t} \underline{\mathbf{u}}-\mathbf{u}_{h}\right\|_{0} \leq C h^{3}\|\mathbf{t} \underline{\mathbf{u}}\|_{\mathbf{H}^{3}(\Omega)}, \quad\left\|\mathbf{t} \underline{\mathbf{u}}-\mathbf{u}_{h}\right\|_{u} \leq C h^{2}\|\mathbf{t} \underline{\mathbf{u}}\|_{\mathbf{H}^{2}(\Omega)} . \tag{9}
\end{equation*}
$$

After that, we will introduce the defect-deferred correction algorithm: Given $\underline{\hat{u}}_{h}^{n} \in \mathbf{U}_{h}, \underline{\mathbf{c}}_{h}^{n} \in \mathbf{U}_{h}$, find $\left(\underline{\mathbf{u}}_{h}^{n+1}, \hat{p}_{f}^{n+1}\right) \in\left(\mathbf{U}_{h}, Q_{f h}\right),\left(\underline{\mathbf{u}}_{h}^{n+1}, c p_{f}^{n+1}\right) \in\left(\mathbf{U}_{h}, Q_{f h}\right)$ with $n=0,1,2 \cdots N-1, \forall\left(\underline{\mathbf{v}}_{h}, q_{f h}\right) \in\left(\mathbf{U}_{h}, Q_{f h}\right)$, satisfying

$$
\begin{equation*}
\left(\frac{\hat{\mathbf{u}}_{h}^{n+1}-\hat{\mathbf{u}}_{h}^{n}}{\Delta t}, \underline{\mathbf{v}}_{h}\right)+(v+H) a_{\Omega}\left(\underline{\hat{\mathbf{u}}}_{h}^{n+1}, \underline{\mathbf{v}}_{h}\right)+a_{\Gamma}\left(\underline{\hat{\mathbf{u}}}_{h}^{n+1}, \underline{\mathbf{v}}_{h}\right)-b\left(\underline{\mathbf{v}}_{h^{\prime}} \hat{p}_{f}^{n+1}\right)=\left\langle\mathbf{F}^{n+1}, \underline{\mathbf{v}}_{h}\right\rangle_{\mathbf{U}^{\prime}} \tag{10}
\end{equation*}
$$

and

$$
\begin{align*}
& \left(\frac{\mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}-\mathbf{c} \underline{\mathbf{u}}_{h}^{n}}{\Delta t}, \underline{\mathbf{v}}_{h}\right)+(v+H) a_{\Omega}\left(\underline{\mathbf{u}}_{h}^{n+1}, \underline{\mathbf{v}}_{h}\right)+a_{\Gamma}\left(\underline{\mathbf{c}}_{h}^{n+1}, \underline{\mathbf{v}}_{h}\right)-b\left(\underline{\mathbf{v}}_{h}, c p_{f}^{n+1}\right)= \\
& H a_{\Omega}\left(\frac{\hat{\mathbf{u}}_{h}^{n+1}+\underline{\hat{\mathbf{u}}}_{h}^{n}}{2}, \underline{\mathbf{v}}_{h}\right)+\left\langle\frac{\mathbf{F}^{n+1}+\mathbf{F}^{n}}{2}, \underline{\mathbf{v}}_{h}\right\rangle_{\mathbf{U}^{\prime}}+(v+H) a_{\Omega}\left(\frac{\hat{\mathbf{u}}_{h}^{n+1}-\hat{\hat{\mathbf{u}}}_{h}^{n}}{2}, \underline{\mathbf{v}}_{h}\right)  \tag{11}\\
& \quad+a_{\Gamma}\left(\frac{\hat{\mathbf{u}}_{h}^{n+1}-\underline{\hat{\mathbf{u}}}_{h}^{n}}{2}, \underline{\mathbf{v}}_{h}\right)-\frac{\Delta t}{2} b\left(\underline{\mathbf{v}}_{h^{\prime}} \frac{\hat{p}_{f}^{n+1}-\hat{p}_{f}^{n}}{\Delta t}\right) .
\end{align*}
$$

(10) is the defect step and (11) is the defect-deferred correction step. The terms on the right hand side of (11) are written in a form that hints at the reason for the increased accuracy of the defect-deferred correction step solution. Note also that the matrix of the system is identical for (10) and (11) because of the similar structure on the left. Thus, a simple artificial viscosity data-passing approximation is computed twice to achieve higher accuracy while also having unconditional stability.

## 4. Stability and convergence

In this section, we prove the unconditional stability of both the defect step and the defect-deferred correction step approximations. Also the accuracy of defect step and defect-deferred correction step and time derivative step are shown.

Theorem 4.1. (Stability of defect approximation) Let $\underline{\hat{\mathbf{u}}}_{h}^{n+1}$ with initial data $\underline{\hat{\mathbf{u}}}_{h}^{0}$ satisfy (10) for each $n \in\{0,1,2, \cdots$ $\cdot, N-1\}$. Then we get

$$
\left\|\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e} \sum_{n=0}^{N-1}\left\|\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{U}^{2} \leq \frac{\Delta t\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{C_{c o e}(v+H)} \sum_{n=0}^{N-1}\left\|\mathbf{F}^{n+1}\right\|_{L^{2}}^{2}+\left\|\underline{\hat{\mathbf{u}}}_{h}^{0}\right\|_{0}^{2}
$$

Proof. Taking $\underline{\mathbf{v}}_{h}=\underline{\hat{\mathbf{u}}}_{h}^{n+1} \in \mathbf{V}_{h}$ in (10), it follows that

$$
\begin{equation*}
\left(\frac{\hat{\mathbf{u}}_{h}^{n+1}-\hat{\mathbf{u}}_{h}^{n}}{\Delta t}, \underline{\hat{\mathbf{u}}}_{h}^{n+1}\right)+(v+H) a_{\Omega}\left(\underline{\hat{\mathbf{u}}}_{h}^{n+1}, \underline{\hat{\mathbf{u}}}_{h}^{n+1}\right)+a_{\Gamma}\left(\underline{\hat{\mathbf{u}}}_{h}^{n+1}, \underline{\hat{\mathbf{u}}}_{h}^{n+1}\right)=\left\langle\mathbf{F}^{n+1}, \underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\rangle_{\mathbf{U}^{\prime}} . \tag{12}
\end{equation*}
$$

Using the Cauchy-Swcharz and Young's inequalities gives

$$
\frac{\left\|\hat{\mathbf{u}}_{h}^{n+1}\right\|_{0}^{2}-\left\|\hat{\mathbf{u}}_{h}^{n}\right\|_{0}^{2}}{2 \Delta t}+(v+H) C_{c o e}\left\|\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{\mathrm{U}}^{2} \leq \frac{C_{c o e}(v+H)}{2}\left\|\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{2 C_{c o e}(v+H)}\left\|\mathbf{F}^{n+1}\right\|_{L^{2}}^{2}
$$

Multiplying by $2 \Delta t$ and summing over the time levels, there holds

$$
\begin{equation*}
\left\|\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e} \sum_{n=0}^{N-1}\left\|\underline{\hat{u}}_{h}^{n+1}\right\|_{\mathrm{U}}^{2} \leq \frac{\Delta t\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{C_{c o e}(v+H)} \sum_{n=0}^{N-1}\left\|\mathbf{F}^{n+1}\right\|_{L^{2}}^{2}+\left\|\underline{\hat{\mathbf{u}}}_{h}^{0}\right\|_{0}^{2} \tag{13}
\end{equation*}
$$

Theorem 4.2. (Stability of defect-deferred correction approximation) Let $\underline{\mathbf{u}}_{h}^{n+1}$ with initial data $\underline{\mathbf{u}}_{h}^{0}$ satisfy (11) for each $n \in\{0,1,2, \cdots, N-1\}$. Then $\exists C>0$ is independent of $h$ and $\Delta t$ such that $\underline{\mathbf{u}}_{h}^{n+1}$ satisfies

$$
\left\|\mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}\right\|_{0}^{2}+(v+H) \Delta t \sum_{n=0}^{N-1} C_{c o e}\left\|\underline{\mathbf{u}}_{h}^{n+1}\right\|_{U}^{2} \leq C\left\{\left\|\underline{\mathbf{c}}_{h}^{0}\right\|_{0}^{2}+\Delta t \sum_{n=0}^{N-1}\left\|\frac{\mathbf{F}^{n+1}+\mathbf{F}^{n}}{2}\right\|_{L^{2}}^{2}+\left\|\underline{\hat{\mathbf{u}}}_{h}^{0}\right\|_{0}^{2}\right\}
$$

Proof. Taking $\underline{\mathbf{v}}_{h}=\mathbf{c} \underline{\mathbf{u}}_{h}^{n+1} \in \mathbf{V}_{h}$ in (11) obtains

$$
\begin{align*}
& \left(\frac{\mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}-\mathbf{c} \underline{\mathbf{u}}_{h}^{n}}{\Delta t}, \underline{\mathbf{c u}}_{h}^{n+1}\right)+(v+H) a_{\Omega}\left(\mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}, \mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}\right)+a_{\Gamma}\left(\mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}, \mathbf{c} \underline{u}_{h}^{n+1}\right)=\left\langle\frac{\mathbf{F}^{n+1}+\mathbf{F}^{n}}{2}, \mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}\right\rangle_{\mathbf{U}^{\prime}}  \tag{14}\\
& +H a_{\Omega}\left(\frac{\hat{\mathbf{u}}_{h}^{n+1}+\hat{\mathbf{u}}_{h}^{n}}{2}, \mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}\right)+(v+H) a_{\Omega}\left(\frac{\hat{\mathbf{u}}_{h}^{n+1}-\hat{\mathbf{u}}_{h}^{n}}{2}, \mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}\right)+a_{\Gamma}\left(\frac{\hat{\mathbf{u}}_{h}^{n+1}-\underline{\hat{\mathbf{u}}}_{h}^{n}}{2}, \mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}\right)
\end{align*}
$$

Using the Cauchy-Swcharz and Young's inequalities, the right-hand sides of (14) are bounded as follows

$$
\left\langle\frac{\mathbf{F}^{n+1}+\mathbf{F}^{n}}{2}, \underline{\mathbf{u}}_{h}^{n+1}\right\rangle_{\mathbf{U}^{\prime}} \leq \epsilon C_{c o e}(v+H)\left\|\underline{\mathbf{c}}_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{4 \epsilon C_{c o e}(v+H)}\left\|\frac{\mathbf{F}^{n+1}+\mathbf{F}^{n}}{2}\right\|_{L^{2}}^{2}
$$

$$
H a_{\Omega}\left(\frac{\hat{\mathbf{u}}_{h}^{n+1}+\underline{\hat{\mathbf{u}}}_{h}^{n}}{2}, \underline{\mathbf{u}}_{h}^{n+1}\right) \leq 2 \epsilon(v+H) C_{c o e}\left\|\underline{c}_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{H^{2} C_{c o n}^{2}}{16 \epsilon C_{c o e}(v+H)}\left(\left\|\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\left\|\underline{\hat{\mathbf{u}}}_{h}^{n}\right\|_{\mathrm{U}}^{2}\right),
$$

and

$$
\begin{aligned}
& (v+H) a_{\Omega}\left(\frac{\underline{\hat{\mathbf{u}}}_{h}^{n+1}-\underline{\hat{\mathbf{u}}}_{h}^{n}}{2}, \underline{\mathbf{u}}_{h}^{n+1}\right) \leq 2 \epsilon(v+H) C_{c o e}\left\|\mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{(v+H) C_{c o n}^{2}}{16 \epsilon C_{c o e}}\left(\left\|\underline{\mathbf{u}}_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\left\|\underline{\hat{\mathbf{u}}}_{h}^{n}\right\|_{\mathrm{U}}^{2}\right), \\
& a_{\Gamma}\left(\frac{\hat{\mathbf{u}}_{h}^{n+1}-\underline{\mathbf{u}}_{h}^{n}}{2}, \underline{\mathbf{u}}_{h}^{n+1}\right) \leq 2 \epsilon(v+H) C_{c o e}\left\|\mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{C_{\Gamma}^{2}}{16 \epsilon(v+H) C_{c o e}}\left(\left\|\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\left\|\underline{\hat{\mathbf{u}}}_{h}^{n}\right\|_{\mathrm{U}}^{2}\right) .
\end{aligned}
$$

Choosing $\epsilon=\frac{1}{14}$ and multiplying by $2 \Delta t$, we obtain

$$
\begin{align*}
& \left\|\mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}\right\|_{0}^{2}-\left\|\mathbf{c} \underline{\mathbf{u}}_{h}^{n}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e}\left\|\underline{c}_{h}^{n+1}\right\|_{\mathrm{U}}^{2} \leq \frac{7\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right) \Delta t}{C_{c o e}(v+H)}\left\|\frac{\mathbf{F}^{n+1}+\mathbf{F}^{n}}{2}\right\|_{L^{2}}^{2} \\
& +\frac{7 H^{2} C_{c o n}^{2} \Delta t}{4(v+H) C_{c o e}}\left(\left\|\hat{\mathbf{u}}_{h}^{n+1}\right\|_{U}^{2}+\left\|\underline{\hat{u}}_{h}^{n}\right\|_{U}^{2}\right)+\frac{7 C_{\Gamma}^{2} \Delta t}{4(v+H) C_{c o e}}\left(\left\|\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{U}^{2}+\left\|\underline{\hat{\mathbf{u}}}_{h}^{n}\right\|_{U}^{2}\right)  \tag{15}\\
& +\frac{7(v+H) C_{c o n}^{2} \Delta t}{4 C_{c o e}}\left(\left\|\underline{\mathbf{u}}_{h}^{n+1}\right\|_{U}^{2}+\left\|\underline{\hat{\mathbf{u}}}_{h}^{n}\right\|_{\mathrm{U}}^{2}\right) .
\end{align*}
$$

Next, we start by proving the accuracy estimate of the defect solution.
Theorem 4.3. (Accuracy of defect step) Let tu be smooth enough and $\phi_{h}^{0}=0$. Then $\exists C>0$ is independent of $h$ and $\Delta t$ such that for any $n \in\{0,1,2, \cdots, N-1\}$, the solution $\underline{\hat{\mathbf{u}}}_{h}^{n+1}$ of (11) satisfies

$$
\left\|\underline{\mathbf{t}}^{n+1}-\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e} \sum_{n=0}^{N-1}\left\|\underline{\mathbf{t}}^{n+1}-\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{U}^{2} \leq C\left(h^{4}+\Delta t^{2}+H^{2}\right) .
$$

Proof. Write (5) at time $t_{n+1}$ as

$$
\begin{align*}
& \left(\frac{\mathbf{t} \underline{\mathbf{u}}^{n+1}-\mathbf{t} \underline{\mathbf{u}}^{n}}{\Delta t}, \underline{\mathbf{v}}_{h}\right)+(v+H) a_{\Omega}\left(\underline{\mathbf{u}}^{n+1}, \underline{\mathbf{v}}_{h}\right)+a_{\Gamma}\left(\underline{\mathbf{t}}^{n+1}, \underline{\mathbf{v}}_{h}\right)-b\left(\underline{\mathbf{v}}_{h^{\prime}}, t p_{f}^{n+1}\right) \\
& =\left\langle\mathbf{F}^{n+1}, \underline{\mathbf{v}}_{h}\right\rangle_{\mathbf{U}^{\prime}}+\left(\frac{\mathbf{t} \underline{\mathbf{u}}^{n+1}-\mathbf{t} \underline{\mathbf{u}}^{n}}{\Delta t}-\mathbf{t} \underline{\mathbf{u}}_{t}^{n+1}, \underline{\mathbf{v}}_{h}\right)+H a_{\Omega}\left(\underline{\mathbf{t}}^{n+1}, \underline{\mathbf{v}}_{h}\right) . \tag{16}
\end{align*}
$$

The errors are decomposed as $\mathbf{e}_{h}^{n+1}=\left(\overline{\mathbf{u}}_{h}^{n+1}-\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right)-\left(\overline{\mathbf{u}}_{h}^{n+1}-\underline{\mathbf{u}}^{n+1}\right)=\phi_{h}^{n+1}-\eta_{h}^{n+1}$. Denote $\rho^{n+1}=\frac{\underline{\mathbf{t u}}^{n+1}-\mathbf{t u}^{n}}{\Delta t}-\underline{\mathbf{t}}_{t}^{n+1}$, subtract (10) from (16) to obtain the equation for the error.

$$
\begin{align*}
& \left(\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}, \underline{\mathbf{v}}_{h}\right)+(v+H) a_{\Omega}\left(\mathbf{e}_{h}^{n+1}, \underline{\mathbf{v}}_{h}\right)+a_{\Gamma}\left(\mathbf{e}_{h}^{n+1}, \underline{\mathbf{v}}_{h}\right)-b\left(\underline{\mathbf{v}}_{h^{\prime}} t p_{f}^{n+1}-\hat{p}_{f}^{n+1}\right)=\left(\rho^{n+1}, \underline{\mathbf{v}}_{h}\right)  \tag{17}\\
& \quad+H a_{\Omega}\left(\underline{\mathbf{t}}^{n+1}, \underline{\mathbf{v}}_{h}\right) .
\end{align*}
$$

Taking $\underline{\mathbf{v}}_{h}=\phi_{h}^{n+1} \in \mathbf{V}_{h}$, we have

$$
\begin{align*}
& \left(\frac{\phi_{h}^{n+1}-\phi_{h}^{n}}{\Delta t}, \phi_{h}^{n+1}\right)+(v+H) a_{\Omega}\left(\phi_{h}^{n+1}, \phi_{h}^{n+1}\right)+a_{\Gamma}\left(\phi_{h}^{n+1}, \phi_{h}^{n+1}\right)=\left(\rho^{n+1}, \phi_{h}^{n+1}\right) \\
& \quad+H a_{\Omega}\left(\underline{\mathbf{t u}}^{n+1}, \phi_{h}^{n+1}\right)+\left(\frac{\eta_{h}^{n+1}-\eta_{h}^{n}}{\Delta t}, \phi_{h}^{n+1}\right)+a_{\Gamma}\left(\eta_{h}^{n+1}, \phi_{h}^{n+1}\right)+(v+H) a_{\Omega}\left(\eta_{h}^{n+1}, \phi_{h}^{n+1}\right) . \tag{18}
\end{align*}
$$

On the one hand, the left-hand sides of (18) are shown as follows:

$$
\begin{align*}
& \frac{\left\|\phi_{h}^{n+1}\right\|_{0}^{2}-\left\|\phi_{h}^{n}\right\|_{0}^{2}}{2 \Delta t}+(v+H) C_{c o e}\left\|\phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2} \leq\left(\rho^{n+1}, \phi_{h}^{n+1}\right)+H a_{\Omega}\left(\underline{\mathbf{t}}^{n+1}, \phi_{h}^{n+1}\right) \\
& \quad+\left(\frac{\eta_{h}^{n+1}-\eta_{h}^{n}}{\Delta t}, \phi_{h}^{n+1}\right)+a_{\Gamma}\left(\eta_{h}^{n+1}, \phi_{h}^{n+1}\right)+(v+H) a_{\Omega}\left(\eta_{h}^{n+1}, \phi_{h}^{n+1}\right) \tag{19}
\end{align*}
$$

On the other hand, we find a bound on the right term with the Cauchy-Swcharz inequalities and Young inequalities,

$$
\begin{aligned}
& \left(\rho^{n+1}, \phi_{h}^{n+1}\right) \leq \epsilon(v+H) C_{c o e}\left\|\phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{4 \epsilon(v+H) C_{c o e}}\left\|\rho^{n+1}\right\|_{0^{\prime}}^{2} \\
& H a_{\Omega}\left(\underline{\mathbf{u}}^{n+1}, \phi_{h}^{n+1}\right) \leq \epsilon(v+H) C_{c o e}\left\|\phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{H^{2} C_{c o n}^{2}}{4 \epsilon(v+H) C_{c o e}}\left\|\underline{t}^{n+1}\right\|_{\mathrm{U}^{\prime}}^{2} \\
& \left(\frac{\eta_{h}^{n+1}-\eta_{h}^{n}}{\Delta t}, \phi_{h}^{n+1}\right) \leq \epsilon(v+H) C_{c o e}\left\|\phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{4 \epsilon(v+H) C_{c o e}}\left\|\frac{\eta_{h}^{n+1}-\eta_{h}^{n}}{\Delta t}\right\|_{0}^{2}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& a_{\Gamma}\left(\eta_{h}^{n+1}, \phi_{h}^{n+1}\right) \leq \epsilon(v+H) C_{c o e}\left\|\phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{C_{\Gamma}^{2}}{4 \epsilon(v+H) C_{c o e}}\left\|\eta_{h}^{n+1}\right\|_{\mathrm{U}}^{2} \\
& (v+H) a_{\Omega}\left(\eta_{h}^{n+1}, \phi_{h}^{n+1}\right) \leq \epsilon(v+H) C_{c o e}\left\|\phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{(v+H) C_{c o n}^{2}}{4 \epsilon C_{c o e}}\left\|\eta_{h}^{n+1}\right\|_{U}^{2}
\end{aligned}
$$

Choosing $\epsilon=\frac{1}{10}$ and multiplying by $2 \Delta t$, we have

$$
\begin{align*}
& \left\|\phi_{h}^{n+1}\right\|_{0}^{2}-\left\|\phi_{h}^{n}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e}\left\|\phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2} \leq \frac{5 \Delta t\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{(v+H) C_{c o e}}\left\|\rho^{n+1}\right\|_{0}^{2} \\
& \quad+\frac{5 \Delta t H^{2} C_{c o n}^{2}}{(v+H) C_{c o e}}\left\|\underline{t u}^{n+1}\right\|_{U}^{2}+\frac{5 \Delta t\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{(v+H) C_{c o e}}\left\|\frac{\eta_{h}^{n+1}-\eta_{h}^{n}}{\Delta t}\right\|_{0}^{2}  \tag{20}\\
& \quad+\frac{5 \Delta t(v+H) C_{c o n}^{2}}{C_{c o e}}\left\|\eta_{h}^{n+1}\right\|_{U}^{2}+\frac{5 \Delta t C_{\Gamma}^{2}}{(v+H) C_{c o e}}\left\|\eta_{h}^{n+1}\right\|_{U}^{2}+\frac{5 \Delta t(v+H) C_{c o n}^{2}}{C_{c o e}}\left\|\eta_{h}^{n+1}\right\|_{U}^{2}
\end{align*}
$$

Summing over the time levels allow us to obtain

$$
\begin{aligned}
& \left\|\phi_{h}^{n+1}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e} \sum_{n=0}^{N-1}\left\|\phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2} \leq \frac{5 \Delta t^{2}\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{(v+H) C_{c o e}}\left\|\underline{\mathbf{t}}_{t t}\right\|_{L^{2}(0, T ; \mathbf{U})}^{2} \\
& \quad+\frac{5 \Delta t H^{2} C_{c o n}^{2}}{(v+H) C_{c o e}} \sum_{n=0}^{N-1}\left\|\mathbf{t} \underline{\mathbf{u}}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{5 \Delta t\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{(v+H) C_{c o e}} \sum_{n=0}^{N-1}\left\|\frac{\eta_{h}^{n+1}-\eta_{h}^{n}}{\Delta t}\right\|_{0}^{2} \\
& \quad+\frac{5 \Delta t(v+H) C_{c o n}^{2}}{C_{c o e}} \sum_{n=0}^{N-1}\left\|\eta_{h}^{n+1}\right\|_{U}^{2}+\frac{5 \Delta t C_{\Gamma}^{2}}{(v+H) C_{c o e}} \sum_{n=0}^{N-1}\left\|\eta_{h}^{n+1}\right\|_{U}^{2}+\frac{5 \Delta t(v+H) C_{c o n}^{2}}{C_{c o e}} \sum_{n=0}^{N-1}\left\|\eta_{h}^{n+1}\right\|_{U}^{2}
\end{aligned}
$$

Finally, combine $\frac{1}{v+H}<\frac{1}{v}$ and the triangle inequality to obtain

$$
\left\|\underline{\mathbf{t}}^{n+1}-\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e} \sum_{n=0}^{N-1}\left\|\underline{\mathbf{t}}^{n+1}-\underline{\hat{\mathbf{u}}}_{h}^{n+1}\right\|_{\mathrm{U}}^{2} \leq C\left(h^{4}+\Delta t^{2}+H^{2}\right)
$$

Before providing the accuracy estimate for the defect-deferred correction approximation, we need to give

Theorem 4.4. (Accuracy of time derivative of the error in the defect step) Let the assumption of Theorem 4.3 holds. Then $\exists C \geq 0$ is independent of $h$ and $\Delta t$ such that for any $n \in\{0,1,2 \cdots, N-1\}$. The discrete time derivative of the error $\frac{\mathrm{e}_{h}^{n+1}-\mathrm{e}_{h}^{n}}{\Delta t}$ satisfies

$$
\left\|\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e} \sum_{n=0}^{N-1}\left\|\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}\right\|_{U}^{2} \leq C\left(h^{4}+\Delta t^{2}+H^{2}\right)
$$

Proof. Taking $\underline{\mathbf{v}}_{h}=\frac{\phi_{h}^{n+1}-\phi_{h}^{n}}{\Delta t} \in \mathbf{V}_{h}$ in (17) leads to

$$
\begin{align*}
& \left(\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}, \frac{\phi_{h}^{n+1}-\phi_{h}^{n}}{\Delta t}\right)+(v+H) a_{\Omega}\left(\mathbf{e}_{h}^{n+1}, \frac{\phi_{h}^{n+1}-\phi_{h}^{n}}{\Delta t}\right)+a_{\Gamma}\left(e_{h}^{n+1}, \frac{\phi_{h}^{n+1}-\phi_{h}^{n}}{\Delta t}\right) \\
& \quad=\left(\rho^{n+1}, \frac{\phi_{h}^{n+1}-\phi_{h}^{n}}{\Delta t}\right)+H a_{\Omega}\left(\mathbf{t u}^{n+1}, \frac{\phi_{h}^{n+1}-\phi_{h}^{n}}{\Delta t}\right) \tag{21}
\end{align*}
$$

Also, take $\underline{\mathbf{v}}_{h}=\frac{\phi_{h}^{n+1}-\phi_{h}^{n}}{\Delta t}$ in (17) at the previous time level, and subtract the resulting equation from (21). Denoting $S_{h}^{n+1} \equiv \frac{\phi_{h}^{n+1}-\phi_{h}^{n}}{\Delta t}$ to get

$$
\begin{aligned}
& \left(S_{h}^{n+1}-S_{h}^{n} S_{h}^{n+1}\right)+\Delta t(v+H) a_{\Omega}\left(S_{h}^{n+1}, S_{h}^{n+1}\right)+\Delta t a_{\Gamma}\left(S_{h}^{n+1}, S_{h}^{n+1}\right) \\
& \quad \leq \Delta t\left(\frac{\eta_{h}^{n+1}-2 \eta_{h}^{n}+\eta_{h}^{n-1}}{\Delta t^{2}}, S_{h}^{n+1}\right)+\Delta t\left(\frac{\rho^{n+1}-\rho^{n}}{\Delta t}, S_{h}^{n+1}\right)+\Delta t a_{\Gamma}\left(\frac{\eta_{h}^{n+1}-\eta_{h}^{n}}{\Delta t}, S_{h}^{n+1}\right) \\
& \quad+\Delta t H a_{\Gamma}\left(\frac{\mathbf{t u}^{n+1}-\mathbf{t} \underline{\mathbf{u}}^{n}}{\Delta t}, S_{h}^{n+1}\right)+\Delta t(v+H) a_{\Omega}\left(\frac{\eta^{n+1}-\eta^{n}}{\Delta t}, S_{h}^{n+1}\right) .
\end{aligned}
$$

Followed by the Cauchy-Swcharz and Young's inequalities, and combine the conclusion of (9) to obain

$$
\begin{aligned}
& \Delta t\left(\frac{\eta_{h}^{n+1}-2 \eta_{h}^{n}+\eta_{h}^{n-1}}{\Delta t^{2}}, S_{h}^{n+1}\right) \leq \Delta t \epsilon(v+H) C_{c o e}\left\|S_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{4 \epsilon(v+H) C_{c o e}}\left\|\eta_{h, t t}^{n+1}\right\|_{0}^{2} \\
& \Delta t\left(\frac{\rho^{n+1}-\rho^{n}}{\Delta t}, S_{h}^{n+1}\right) \leq \Delta t \epsilon(v+H) C_{c o e}\left\|S_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{\Delta t\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{4 \epsilon(v+H) C_{c o e}}\left\|\frac{\rho^{n+1}-\rho^{n}}{\Delta t}\right\|_{0}^{2}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \Delta t a_{\Gamma}\left(\frac{\eta_{h}^{n+1}-\eta_{h}^{n}}{\Delta t}, S_{h}^{n+1}\right) \leq \Delta t \epsilon(v+H) C_{c o e}\left\|S_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{C_{\Gamma}^{2}}{4 \epsilon(v+H) C_{c o e}}\left\|\eta_{h, t}^{n+1}\right\|_{\mathrm{U}}^{2} \\
& \Delta t H a_{\Gamma}\left(\frac{t \underline{\mathbf{u}}^{n+1}-\mathbf{t} \underline{\mathbf{u}}^{n}}{\Delta t}, S_{h}^{n+1}\right) \leq \Delta t \epsilon(v+H) C_{c o e}\left\|S_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{\Delta t H^{2} C_{c o n}^{2}}{4 \epsilon(v+H) C_{c o e}}\left\|\frac{\mathbf{t} \underline{\mathbf{u}}^{n+1}-\mathbf{t} \underline{\mathbf{u}}^{n}}{\Delta t}\right\|_{\mathrm{U}}^{2} \\
& \Delta t(v+H) a_{\Omega}\left(\frac{\eta^{n+1}-\eta^{n}}{\Delta t}, S_{h}^{n+1}\right) \leq \Delta t \epsilon(v+H) C_{c o e}\left\|S_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{(v+H) C_{c o n}^{2}}{4 \epsilon C_{c o e}}\left\|\eta_{h, t}^{n+1}\right\|_{\mathrm{U}}^{2} .
\end{aligned}
$$

Choosing $\epsilon=\frac{1}{10}$ leads to

$$
\begin{aligned}
& \left\|S_{h}^{n+1}\right\|_{0}^{2}-\left\|S_{h}^{n}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e}\left\|S_{h}^{n+1}\right\|_{\mathrm{U}}^{2} \\
& \quad \leq \frac{5\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{(v+H) C_{c o e}}\left\|\eta_{h, t t}^{n+1}\right\|_{0}^{2}+\frac{5 \Delta t\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{(v+H) C_{c o e}}\left\|\frac{\rho^{n+1}-\rho^{n}}{\Delta t}\right\|_{0}^{2}+\frac{5 C_{\Gamma}^{2}}{(v+H) C_{c o e}}\left\|\eta_{h, t}^{n+1}\right\|_{\mathrm{U}}^{2} \\
& \quad+\frac{5 H^{2} C_{c o n}^{2}}{(v+H) C_{c o e}}\left\|t \mathbf{u}_{t}^{n+1}\right\|_{L^{2}\left(t_{n}, t_{n+1} ; \mathbf{U}\right)}^{2}+\frac{5(v+H) C_{c o n}^{2}}{C_{c o e}}\left\|\eta_{h, t}^{n+1}\right\|_{\mathrm{U}}^{2} .
\end{aligned}
$$

Summing over the time levels obtain

$$
\begin{align*}
& \left\|S_{h}^{n+1}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e} \sum_{n=0}^{N-1}\left\|S_{h}^{n+1}\right\|_{U}^{2} \leq \frac{5\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{(v+H) C_{c o e}} \sum_{n=0}^{N-1}\left\|\eta_{h, t t}^{n+1}\right\|_{0}^{2}+\frac{5 \Delta t^{2}\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{(v+H) C_{c o e}}\left\|\underline{t}_{t t}\right\|_{L^{\infty}\left(0, T, \mathbf{L}^{2}(\Omega)\right)}^{2} \\
& +\frac{5 C_{\Gamma}^{2}}{(v+H) C_{c o e}} \sum_{n=0}^{N-1}\left\|\eta_{h, t}^{n+1}\right\|_{U}^{2}+\frac{5 H^{2} C_{c o n}^{2}}{(v+H) C_{c o e}}\left\|\underline{\mathbf{t}}_{t}\right\|_{L^{2}(0, T, \mathrm{U})}^{2}+\frac{5(v+H) C_{c o n}^{2}}{C_{c o e}} \sum_{n=0}^{N-1}\left\|\eta_{h, t}^{n+1}\right\|_{U}^{2}+\left\|S_{h}^{1}\right\|_{0}^{2} \tag{23}
\end{align*}
$$

In order to get a bound on $\left\|S_{h}^{1}\right\|_{0}^{2}$, consider (22) at $n=0$. We choose $\underline{\hat{\mathbf{u}}}_{h}^{0}$ so that (tu $\underline{\mathbf{u}}^{0}-\underline{\hat{\mathbf{u}}}_{h}^{0} \underline{\mathbf{v}}_{h}$ ) $=0$. Thus, $\mathbf{e}^{0}=-\eta^{0}, S_{h}^{0}=0$ and $\phi_{h}^{0}=0$. We take $\underline{\mathbf{v}}_{h}=S_{h}^{1}=\frac{\phi_{h}^{1}-\phi_{h}^{0}}{\Delta t}=\frac{\phi_{h}^{1}}{\Delta t} \in \mathbf{V}_{h}$ to obtain

$$
\begin{align*}
& \left\|S_{h}^{1}\right\|_{0}^{2}+\Delta t(v+H) a_{\Omega}\left(S_{h^{\prime}}^{1} S_{h}^{1}\right)+\Delta t a_{\Gamma}\left(S_{h^{\prime}}^{1} S_{h}^{1}\right) \\
& \quad \leq\left(\rho^{1}, S_{h}^{1}\right)+H a_{\Gamma}\left(\mathbf{t u}^{1}, S_{h}^{1}\right)+\left(\frac{\eta_{h}^{1}-\eta_{h}^{0}}{\Delta t}, S_{h}^{1}\right)+(v+H) a_{\Omega}\left(\eta_{h^{\prime}}^{1} S_{h}^{1}\right)+a_{\Gamma}\left(\eta_{h^{\prime}}^{1} S_{h}^{1}\right) \tag{24}
\end{align*}
$$

The application of the Cauchy-Schwarz and Young inequalities gives the bounds

$$
\begin{align*}
\left\|S_{h}^{1}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e}\left\|S_{h}^{1}\right\|_{U}^{2} & \leq C\left[\left\|\frac{\eta_{h}^{1}-\eta_{h}^{0}}{\Delta t}\right\|_{0}^{2}+H^{2}\left\|\mathbf{t u}^{1}\right\|_{L^{2}\left(t_{0}, t_{1}, \mathbf{U}\right)}^{2}\right.  \tag{25}\\
& \left.+\Delta t^{2}\left\|\underline{t}_{t t}^{1}\right\|_{L^{\infty}\left(t_{0}, t_{1}, \mathbf{U}\right)}^{2}+(v+H)\left\|\eta_{h}^{1}\right\|_{U}^{2}+\left\|\eta_{h}^{1}\right\|_{U}^{2}+\left\|S_{h}^{0}\right\|_{0}^{2}\right]
\end{align*}
$$

Combine (23), triangle inequality and $\frac{1}{v+H}<\frac{1}{v}$ to complete the proof

$$
\begin{equation*}
\left\|\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e} \sum_{n=0}^{N-1}\left\|\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}\right\|_{\mathrm{U}}^{2} \leq C\left(h^{4}+\Delta t^{2}+H^{2}\right) . \tag{26}
\end{equation*}
$$

We finally give the proof of accuracy of the defect-deferred correction step solution.
Theorem 4.5. (Accuracy of defect-deferred correction step) Let the assumption of Theorem 4.3 and Theorem 4.4 hold and $\mathbf{c} \phi_{h}^{0}=0$. Then $C \geq 0$ is independent of $h$ and $\Delta t$ such that for any $n \in\{0,1,2 \cdots, N-1\}$, the solution $\mathbf{c u}_{h}^{n+1}$ of (11) satisfies

$$
\begin{equation*}
\left\|\mathbf{t} \underline{\mathbf{u}}^{n+1}-\underline{\mathbf{c}}_{h}^{n+1}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e} \sum_{n=0}^{N-1}\left\|\underline{\mathbf{u}}^{n+1}-\underline{\mathbf{c}}_{h}^{n+1}\right\|_{U}^{2} \leq C\left[\Delta t^{4}+h^{4}+H^{4}+h^{2} H^{2}+\Delta t^{2} H^{2}+\Delta t^{2} h^{2}\right] \tag{27}
\end{equation*}
$$

Proof. Summing (5) at time levels $t_{n}$ and $t_{n+1}$ and dividing by 2 , we obtain

$$
\begin{align*}
& \left(\frac{\mathbf{t}^{n+1}-\mathbf{t} \underline{\mathbf{u}}^{n}}{\Delta t}, \underline{\mathbf{v}}_{h}\right)+(v+H) a_{\Omega}\left(\mathbf{t} \underline{\mathbf{u}}^{n+1}, \underline{\mathbf{v}}_{h}\right)+a_{\Gamma}\left(\underline{\mathbf{t}}^{n+1}, \underline{\mathbf{v}}_{h}\right)-b\left(\underline{\mathbf{v}}_{h}, t p_{f}^{n+1}\right) \\
& =\left\langle\frac{\mathbf{F}^{n+1}+\mathbf{F}^{n}}{2}, \underline{\mathbf{v}}_{h}\right\rangle_{\mathbf{U}^{\prime}}+\left(\frac{\mathbf{t} \underline{\mathbf{u}}^{n+1}-\mathbf{t} \underline{\mathbf{u}}^{n}}{\Delta t}-\frac{\mathbf{t} \underline{\mathbf{u}}_{t}^{n+1}+t \underline{\mathbf{u}}_{t}^{n}}{2}, \underline{\mathbf{v}}_{h}\right)+H a_{\Omega}\left(\frac{t \underline{\mathbf{u}}^{n+1}+\mathbf{t} \underline{\mathbf{u}}^{n}}{2}, \underline{\mathbf{v}}_{h}\right)  \tag{28}\\
& \quad+(v+H) a_{\Omega}\left(\frac{\mathbf{t} \underline{\mathbf{u}}^{n+1}-\mathbf{t} \underline{\mathbf{u}}^{n}}{2}, \underline{\mathbf{v}}_{h}\right)+a_{\Gamma}\left(\frac{\mathbf{t} \underline{\mathbf{u}}^{n+1}-\mathbf{t} \underline{\mathbf{u}}^{n}}{2}, \underline{\mathbf{v}}_{h}\right)-\frac{\Delta t}{2} b\left(\underline{\mathbf{v}}_{h} \frac{t p_{f}^{n+1}-t p_{f}^{n}}{\Delta t}\right) .
\end{align*}
$$

Denote $\gamma^{n+1}=\frac{\underline{\mathrm{tu}}^{n+1}-\mathrm{tu}^{n}}{\Delta t}-\frac{\underline{\mathrm{tu}}_{t}^{n+1}+\underline{\mathrm{tu}}_{t}^{n}}{2}$, subtract (11) from (28) to obtain the equation for the error. Decompose the error $\mathbf{c e}{ }_{h}^{n+1}=\left(\ddot{\mathbf{u}}_{h}^{n+1}-\mathbf{c} \underline{\mathbf{u}}_{h}^{n+1}\right)-\left(\ddot{\mathbf{u}}_{h}^{n+1}-\mathbf{t} \underline{\mathbf{u}}^{n+1}\right)=\mathbf{c} \phi_{h}^{n+1}-\mathbf{c} \eta_{h}^{n+1}$. For $\underline{\mathbf{v}}_{h}=\mathbf{c} \phi_{h}^{n+1} \in \mathbf{V}_{h}$, we have

$$
\begin{align*}
& \left(\frac{\mathbf{c} \phi_{h}^{n+1}-\mathbf{c} \phi_{h}^{n}}{\Delta t}, \mathbf{c} \phi_{h}^{n+1}\right)+(v+H) a_{\Omega}\left(\mathbf{c} \phi_{h}^{n+1}, \mathbf{c} \phi_{h}^{n+1}\right)+a_{\Gamma}\left(\mathbf{c} \phi_{h}^{n+1}, \mathbf{c} \phi_{h}^{n+1}\right)=a_{\Gamma}\left(\mathbf{c} \eta_{h}^{n+1}, \mathbf{c} \phi_{h}^{n+1}\right) \\
& \quad+\left(\gamma^{n+1}, \mathbf{c} \phi_{h}^{n+1}\right)+H a_{\Omega}\left(\frac{\mathbf{e}_{h}^{n+1}+\mathbf{e}_{h}^{n}}{2}, \mathbf{c} \phi_{h}^{n+1}\right)+\frac{\Delta t}{2}(v+H) a_{\Omega}\left(\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}, \mathbf{c} \phi_{h}^{n+1}\right)  \tag{29}\\
& \quad+\frac{\Delta t}{2} a_{\Gamma}\left(\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}, \mathbf{c} \phi_{h}^{n+1}\right)+\left(\frac{\mathbf{c} \eta_{h}^{n+1}-\mathbf{c} \eta_{h}^{n}}{\Delta t}, \mathbf{c} \phi_{h}^{n+1}\right)+(v+H) a_{\Omega}\left(\mathbf{c} \eta_{h}^{n+1}, \mathbf{c} \phi_{h}^{n+1}\right)
\end{align*}
$$

Using the Cauchy-Swcharz and Young's inequalities, the right-hand sides of (29) are bounded as follows

$$
\begin{aligned}
& a_{\Gamma}\left(\mathbf{c} \eta_{h}^{n+1}, \mathbf{c} \phi_{h}^{n+1}\right) \leq \epsilon(v+H) C_{c o e}\left\|\mathbf{c} \phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{C_{\Gamma}^{2}}{4 \epsilon(v+H) C_{c o e}}\left\|\mathbf{c} \eta_{h}^{n+1}\right\|_{\mathrm{U}}^{2} \\
& \left(\gamma^{n+1}, \mathbf{c} \phi_{h}^{n+1}\right) \leq \epsilon(v+H) C_{c o e}\left\|\mathbf{c} \phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{4 \epsilon(v+H) C_{c o e}}\left\|\gamma^{n+1}\right\|_{0^{\prime}}^{2} \\
& H a_{\Omega}\left(\frac{\mathbf{e}_{h}^{n+1}+\mathbf{e}_{h}^{n}}{2}, \mathbf{c} \phi_{h}^{n+1}\right) \leq 2 \epsilon(v+H) C_{c o e}\left\|\mathbf{c} \phi_{h}^{n+1}\right\|_{U}^{2}+\frac{C_{c o n}^{2} H^{2}}{16 \epsilon(v+H) C_{c o e}}\left\|\mathbf{e}_{h}^{n+1}\right\|_{U}^{2}+\frac{C_{c o n}^{2} H^{2}}{16 \epsilon(v+H) C_{c o e}}\left\|\mathbf{e}_{h}^{n}\right\|_{U}^{2},
\end{aligned}
$$

and

$$
\begin{aligned}
& \frac{\Delta t}{2}(v+H) a_{\Omega}\left(\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}, \mathbf{c} \phi_{h}^{n+1}\right) \leq \epsilon(v+H) C_{c o e}\left\|\mathbf{c} \phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{\Delta t^{2}(v+H) C_{c o n}^{2}}{16 \epsilon C_{c o e}}\left\|\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}\right\|_{\mathrm{U}}^{2} \\
& \frac{\Delta t}{2} a_{\Gamma}\left(\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}, \mathbf{c} \phi_{h}^{n+1}\right) \leq \epsilon(v+H) C_{c o e}\left\|\mathbf{c} \phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{C_{\Gamma}^{2} \Delta t^{2}}{16 \epsilon(v+H) C_{c o e}}\left\|\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}\right\|_{\mathrm{U}^{\prime}}^{2} \\
& (v+H) a_{\Omega}\left(\mathbf{c} \eta_{h}^{n+1}, \mathbf{c} \phi_{h}^{n+1}\right) \leq \epsilon(v+H) C_{c o e}\left\|\mathbf{c} \phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{C_{\Gamma}^{2}(v+H)}{4 \epsilon C_{c o e}}\left\|\mathbf{c} \eta_{h}^{n+1}\right\|_{\mathrm{U}}^{2} .
\end{aligned}
$$

Similarly,

$$
\left(\frac{\mathbf{c} \eta_{h}^{n+1}-\mathbf{c} \eta_{h}^{n}}{\Delta t}, \mathbf{c} \phi_{h}^{n+1}\right) \leq \epsilon(v+H) C_{c o e}\left\|\mathbf{c} \phi_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\frac{\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{4 \epsilon(v+H) C_{c o e}}\left\|\frac{\mathbf{c} \eta_{h}^{n+1}-\mathbf{c} \eta_{h}^{n}}{\Delta t}\right\|_{0}^{2}
$$

Choosing $\epsilon=\frac{1}{16}$ and multiplying by $2 \Delta t$, we have

$$
\begin{align*}
& \left\|\mathbf{c} \phi_{h}^{n+1}\right\|_{0}^{2}+(v+H) \Delta t C_{c o e}\left\|\mathbf{c} \phi_{h}^{n+1}\right\|_{U}^{2}-\left\|\mathbf{c} \phi_{h}^{n}\right\|_{0}^{2} \leq \frac{2 C_{c o n}^{2} H^{2} \Delta t}{(v+H) C_{c o e}}\left(\left\|\mathbf{e}_{h}^{n+1}\right\|_{\mathrm{U}}^{2}+\left\|\mathbf{e}_{h}^{n}\right\|_{\mathrm{U}}^{2}\right) \\
& +\frac{8\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right) \Delta t}{(v+H) C_{c o e}}\left\|\gamma^{n+1}\right\|_{0}^{2}+\frac{2 \Delta t^{3} C_{c o n}^{2}(v+H)}{C_{c o e}}\left\|\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}\right\|_{U}^{2}+\frac{2 \Delta t^{3} C_{\Gamma}^{2}}{C_{c o e}(v+H)}\left\|\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}\right\|_{U}^{2}  \tag{30}\\
& +\frac{8\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{(v+H) C_{c o e}}\left\|\mathbf{c} \eta_{h, t}^{n+1}\right\|_{0}^{2}+\frac{8 C_{\Gamma}^{2} \Delta t}{(v+H) C_{c o e}}\left\|\mathbf{c} \eta_{h}^{n+1}\right\|_{U}^{2}+\frac{8 C_{\Gamma}^{2}(v+H) \Delta t}{C_{c o e}}\left\|\mathbf{c} \eta_{h}^{n+1}\right\|_{U}^{2} .
\end{align*}
$$

Take $\frac{1}{v+H}<\frac{1}{v}$ and sum over the time levels to obtain

$$
\begin{align*}
& \left\|\mathbf{c} \phi_{h}^{n+1}\right\|_{0}^{2}+\Delta t(v+H) C_{c o e} \sum_{n=0}^{N-1}\left\|\mathbf{c} \phi_{h}^{n+1}\right\|_{U}^{2} \leq \frac{8\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right) \Delta t^{4}}{(v+H) C_{c o e}}\left\|\underline{t u}_{t t t}\right\|_{L^{\infty}\left(0, T, \mathbf{L}^{2}(\Omega)\right)}^{2} \\
& \quad+\frac{2 C_{c o n}^{2} H^{2} \Delta t}{(v+H) C_{c o e}} \sum_{n=0}^{N-1}\left(\left\|\mathbf{e}_{h}^{n+1}\right\|_{U}^{2}+\left\|\mathbf{e}_{h}^{n}\right\|_{\mathrm{U}}^{2}\right)+\frac{2 \Delta t^{3} C_{c o n}^{2}(v+H)}{C_{c o e}} \sum_{n=0}^{N-1}\left\|\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}\right\|_{\mathrm{U}}^{2}  \tag{31}\\
& \quad+\frac{2 \Delta t^{3} C_{\Gamma}^{2}}{C_{c o e}(v+H)} \sum_{n=0}^{N-1}\left\|\frac{\mathbf{e}_{h}^{n+1}-\mathbf{e}_{h}^{n}}{\Delta t}\right\|_{\mathrm{U}}^{2}+\frac{8\left(C_{p}^{2}+\tilde{C}_{p}^{2}\right)}{(v+H) C_{c o e}} \sum_{n=0}^{N-1}\left\|\mathbf{c} \eta_{h, t}^{n+1}\right\|_{0}^{2}+\frac{8 C_{\Gamma}^{2} \Delta t}{(v+H) C_{c o e}} \sum_{n=0}^{N-1}\left\|\mathbf{c} \eta_{h}^{n+1}\right\|_{\mathrm{U}}^{2} \\
& \quad+\frac{8 C_{\Gamma}^{2}(v+H) \Delta t}{C_{c o e}} \sum_{n=0}^{N-1}\left\|\mathbf{c} \eta_{h}^{n+1}\right\|_{\mathrm{U}}^{2} .
\end{align*}
$$

Then, combine the conclusions of Theorem 4.3, Theorem 4.4 and triangle inequality to complete the proof.

## 5. Numerical experiments

In this section, some numerical tests are presented to verify the theoretical results obtained in the previous sections for the defect-deferred correction method. We use the well-known Taylor-Hood elements (P2-P1) for the fluid equation and the piecewise quadratic polynomials ( P 2 ) for the porous equation. Furthermore, we implemented the code using the software package FreeFEM++ [12].

### 5.1. Computational testing

All the physical parameters $\rho, g, v, \alpha, S$ are simply set to 1 , and $\mathbb{K}$ is simply set to $\mathbb{I}$. The final time is chosen as $T=1$. The initial conditions, boundary conditions and the source terms follow from the exact solutions. We assume the area as $\Omega_{f}=[0,1] \times[1,2], \Omega_{p}=[0,1] \times[0,1], \Gamma=(0,1) \times\{1\}$ and give the exact solution:

$$
\begin{aligned}
& \mathbf{u}_{f}=\left(\left(x^{2}(y-1)^{2}+y\right) \cos (t),-\frac{2}{3} x(y-1)^{3} \cos (t)+(2-\pi \sin (\pi x)) \cos (t)\right), \\
& p_{f}=(2-\pi \sin (\pi x)) \sin (0.5 \pi y) \cos (t) \\
& \phi_{p}=(2-\pi \sin (\pi x))(1-y-\cos (\pi y)) \cos (t) .
\end{aligned}
$$

To confirm the accuracy, we set $h=\Delta t=H=\frac{1}{4}, \frac{1}{8}, \frac{1}{16}, \frac{1}{32}, \frac{1}{64}$ and calculate the errors and convergence rates for the variables $\mathbf{u}_{f}, p_{f}$ and $\phi_{p}$. Table 1 and Table 2 show the error and the convergence rates of the defect step $\hat{\mathbf{u}}_{f}$ and defect-deferred correction step $\mathbf{c u}_{f}$, respectively. Table 3 and Table 4 provide the error and convergence rates of the defect step $\phi_{p}$ and the defect-deferred correction step $c \phi_{p}$.

Table 1: Errors for defect step $\hat{\mathbf{u}}_{f}$ approximations

| $1 / \Delta t$ | $\left\\|\mathbf{u}_{f}-\hat{\mathbf{u}}_{f}\right\\|_{L^{2}}$ | Rate | $\left\\|\mathbf{u}_{f}-\hat{\mathbf{u}}_{f}\right\\|_{\mathrm{U}}$ | Rate |
| :---: | :---: | :---: | :---: | :---: |
| 4 | $1.48 \mathrm{E}-2$ | - | $1.84 \mathrm{E}-1$ | - |
| 8 | $8.16 \mathrm{E}-3$ | 0.86 | $8.49 \mathrm{E}-2$ | 1.12 |
| 16 | $4.40 \mathrm{E}-3$ | 0.89 | $4.31 \mathrm{E}-2$ | 0.98 |
| 32 | $2.29 \mathrm{E}-3$ | 0.94 | $2.21 \mathrm{E}-2$ | 0.96 |
| 64 | $1.17 \mathrm{E}-3$ | 0.97 | $1.13 \mathrm{E}-2$ | 0.97 |

Table 2: Errors for defect-deferred correction step $\mathbf{c u}_{f}$ approximations

| $1 / \Delta t$ | $\left\\|\mathbf{u}_{f}-\mathbf{c u}_{f}\right\\|_{L^{2}}$ | Rate | $\left\\|\mathbf{u}_{f}-\mathbf{c u}_{f}\right\\|_{\mathrm{U}}$ | Rate |
| :---: | :---: | :---: | :---: | :---: |
| 4 | $7.02 \mathrm{E}-3$ | - | $1.37 \mathrm{E}-1$ | - |
| 8 | $1.91 \mathrm{E}-3$ | 1.88 | $3.77 \mathrm{E}-2$ | 1.86 |
| 16 | $5.71 \mathrm{E}-4$ | 1.74 | $1.02 \mathrm{E}-2$ | 1.89 |
| 32 | $1.64 \mathrm{E}-4$ | 1.80 | $2.69 \mathrm{E}-3$ | 1.91 |
| 64 | $4.50 \mathrm{E}-5$ | 1.86 | $7.05 \mathrm{E}-4$ | 1.93 |

Table 3: Errors for defect step $\phi_{p}$ approximations

| $1 / \Delta t$ | $\left\\|\phi_{p}-\hat{\phi}_{p}\right\\|_{L^{2}}$ | Rate | $\left\\|\phi_{p}-\hat{\phi}_{p}\right\\|_{\mathrm{U}}$ | Rate |
| :---: | :---: | :---: | :---: | :---: |
| 4 | $1.81 \mathrm{E}-1$ | - | $6.92 \mathrm{E}-1$ | - |
| 8 | $1.03 \mathrm{E}-1$ | 0.81 | $3.76 \mathrm{E}-1$ | 0.88 |
| 16 | $5.53 \mathrm{E}-2$ | 0.89 | $2.00 \mathrm{E}-1$ | 0.91 |
| 32 | $2.88 \mathrm{E}-2$ | 0.94 | $1.04 \mathrm{E}-1$ | 0.95 |
| 64 | $1.47 \mathrm{E}-2$ | 0.97 | $5.30 \mathrm{E}-2$ | 0.97 |

Table 4: Errors for defect-deferred correction step $c \phi_{p}$ approximations

| $1 / \Delta t$ | $\left\\|\phi_{p}-c \phi_{p}\right\\|_{L^{2}}$ | Rate | $\left\\|\phi_{p}-c \phi_{p}\right\\|_{\mathrm{U}}$ | Rate |
| :---: | :---: | :---: | :---: | :---: |
| 4 | $5.90 \mathrm{E}-2$ | - | $3.26 \mathrm{E}-1$ | - |
| 8 | $1.79 \mathrm{E}-2$ | 1.72 | $9.39 \mathrm{E}-2$ | 1.79 |
| 16 | $5.08 \mathrm{E}-3$ | 1.82 | $2.55 \mathrm{E}-2$ | 1.88 |
| 32 | $1.37 \mathrm{E}-3$ | 1.89 | $6.72 \mathrm{E}-3$ | 1.92 |
| 64 | $3.62 \mathrm{E}-4$ | 1.92 | $1.74 \mathrm{E}-3$ | 1.94 |

From the four tables above, we can see that the error of defect-deferred correction steps is smaller than that of defect steps. In addition, the rates of the defect steps of Stokes velocity $\mathbf{u}_{f}$ and Darcy hydraulic head $\phi_{p}$ are all close to the first order. And the rates of the defect-deferred correction steps are all close to the second order. The numerical simulation calculation results are consistent with the theoretical analysis results.

### 5.2. Small parameters problem

In order to illustrate the advantage of the defect-deferred correction method in calculating small viscosity/hydraulic coefficients, we compare the discrete errors of the standard Galerkin finite element method and the defect-deferred correction method with the example mentioned in [14]. Specifically we consider the model problem on $\Gamma=(0, \pi) \times\{0\}$, where $\Omega_{f}=[0, \pi] \times[0,1]$ and $\Omega_{p}=[0, \pi] \times[-1,0]$. We take $\alpha=1$, $g=1, S_{0}=1$, varying $v$, and

$$
\mathbb{K}=\left[\begin{array}{cc}
K_{11} & 0 \\
0 & K_{22}
\end{array}\right]
$$

The boundary condition functions and the source terms are chosen to follow the exact solutions,

$$
\begin{aligned}
\mathbf{u}_{f} & =\left(\frac{K_{11}}{\pi} \sin (2 \pi y) \cos (x) e^{t},\left(-2 K_{22}+\frac{K_{22}}{\pi^{2}} \sin ^{2}(\pi y)\right) \sin (x) e^{t}\right), \\
p & =0, \\
\phi & =\left(e^{y}-e^{-y}\right) \sin (x) e^{t} .
\end{aligned}
$$

All the numerical results below are for the final time $T=1$. We consider four groups of simulated numerical calculations (Figure 1-4) on $K_{11}$ and $K_{22}$ taking $10^{-2}, 10^{-3}, 10^{-4}$ and $10^{-5}$ separately. The results of each set of numerical simulations are shown in two graphs, which are the respective absolute errors of velocity and hydraulic head changes of the standard Galerkin finite element method and the defect-deferred correction method when the $v$ is $10^{-2}, 10^{-3}, 10^{-4}$ and $10^{-5}$. The errors shown below are all calculated when $h=\Delta t=1 / 32$. The stabilization item $H$ in Figure 1 is $1 / 32$, and in Figure $2-4$ is $1 / 270$. Before the numerical tests, $e_{\mathbf{u}, h}^{k}$ and $e_{\phi, h}^{k}$ represent the discrete errors of velocity and hydraulic head, respectively. The results are as follows:


Figure 1: $e_{\mathbf{u}, h}^{k}(\mathrm{a})$ and $e_{\phi, h}^{k}(\mathrm{~b})$ when $K_{11}=K_{22}=10^{-2}$.


Figure 2: $e_{\mathbf{u}, h}^{k}(\mathbf{a})$ and $e_{\phi, h}^{k}(\mathbf{b})$ when $K_{11}=K_{22}=10^{-3}$.


Figure 3: $e_{\mathbf{u}, h}^{k}(\mathbf{a})$ and $e_{\phi, h}^{k}(\mathbf{b})$ when $K_{11}=K_{22}=10^{-4}$.


Figure 4: $e_{\mathbf{u}, h}^{k}(\mathbf{a})$ and $e_{\phi, h}^{k}(\mathbf{b})$ when $K_{11}=K_{22}=10^{-5}$.

From the above four sets of results, we can see that when $K_{11}=K_{22}=10^{-2}$ and $v=10^{-3} / 10^{-4}$, the $L^{2}$-norm error and $H^{1}$-norm error of velocity and hydraulic head in the defect-deferred correction method has a slight advantage over the standard Galerkin finite element method. However, as $v$ becomes smaller, the calculation results of the standard Galerkin finite element method became divergent. But the calculation results of the defect-deferred correction method are convergent. This situation is more obvious in the other three sets of experiments where $K_{11}=K_{22}=10^{-3} / 10^{-4} / 10^{-5}$.
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