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Abstract. We study a class of initial value problems for second order ODEs. The interesting points of our
results are that the nonlinearity depends on the solution and its derivative and may change sign. Moreover,
it satisfies general polynomial growth conditions. A new topological approach is applied to prove the
existence of at least two nonnegative classical solutions. The arguments are based upon a recent theoretical
result.

1. Introduction

ODEs have many important applications across fields as biology, mechanics, chemistry, design of
electrical systems, stability of aircraft and many others. Over recent decades, there have been progress
in the determination of unique solution for IVPs for ODEs and BVPs for ODEs and a progress in the
determination of existence of multiple solutions for BVPs for ODE and multiple periodic solutions for
ODEs (see [2], [3], [4], [6], [7], [9], [10], [13], [15], [17], [18], [19], [20], [21], [22], [23] and references therein).
However, researches regarding nonunique solutions for IVPs for ODEs and their potential applications
have been neglected by comparisons. One of the reason for the focus of scientists on multiple solutions
for BVPs for ODEs is that for many BVPs we have constructed the Green function and using it we have
a suitable integral representation of the solutions. As other reason, we will mention that many of the
considered BVPs for ODEs are on a finite interval.

In this paper we will investigate for existence of at least two nonnegative solutions the following class
IVPs for second order ODEs

y′′ = f (t, y, y′), t > t0,

y(t0) = y0, y′(t0) = y1,
(1)

where t0, y0, y1 ∈ R and f : [t0,∞)×R2
→ R is a given function. More specific assumptions on t0, y0, y1 ∈ R

and f will be made later. A classical theorem due to Peano [24] guarantee the existence of local solution
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when f is continuous. The uniqueness fails to hold as shown by the following example

y′′ =
√
|y|, y(0) = y′(0) = 0. (2)

Note that the Cauchy problem (2) possesses, besides the trivial solution y ≡ 0, another global solution
y(t) = t4

144 for all t ∈ R. The fact that the function y 7→
√
|y| is not locally Lipschitz at y = 0 is the main

reason that causes nonuniqueness. Indeed, when f is locally Lipschitz, we have the uniqueness of local
solutions. See the Appendix for more details. The question of uniqueness and nonuniqueness for ODE’s
was extensively investigated and there is a vast literature dealing with this subject. See, among many,
[1, 16–18].

Our main goal here is to prove that (1) has at least two nonnegative global solutions under suitable
assumptions on the nonlinearity f and the initial data y0, y1. Hence, we suppose the following:

(H1) t0, y0, y1 ∈ R, 0 ≤ y0, |y1|, r = max{y0, |y1|} > 0,

(H2) f ∈ C([t0,∞) ×R+
×R) and

| f (t,w1,w2)| <
l∑

j=1

(
a j(t)|w1|

p j + b j(t)|w2|
p j
)
, t ≥ t0,

for any (t,w1,w2) ∈ [t0,∞) × R+
× R, where l ∈ N, a j, b j ∈ C([t0,∞)) are nonnegative functions such

that A j = sup
t∈[t0,∞)

a j(t), B j = sup
t∈[t0,∞)

b j(t) exist and 0 ≤ A j,B j < ∞, j ∈ {1, . . . , l}, (A1, . . . ,Al,B1, . . . ,Bl) ,

(0, . . . , 0, 0, . . . , 0), p j, j ∈ {1, . . . , l}, are given nonnegative constants so that (p1, . . . , pl) , (0, . . . , 0).

In addition of above conditions, we suppose

(H3) the positive constant m is large enough, ε, A, r1, L1 and R1 are positive constants such that

r1 < L1 < R1, ε > 1, R1 >
( 2

5m
+ 1

)
L1, (3)

A

R1 + r +

l∑
j=1

(A j + B j)R
p j

1

 ≤ L1

5
, (4)

0 < r < L1, 0 < r <
l∑

j=1

(A j + B j)L
p j

1 , r ≥ sup
t ∈ [t0,∞)
r ≤ w1, |w2| < L1

| f (t,w1,w2)|, (5)

(H4) there exists a nonnegative function 1 ∈ C([t0,∞)) such that

A ≥ 2
∫ t

t0

(1 + t − t1 + (t − t1)2)(1 + t1 − t0 + (t1 − t0)2)1(t1)dt1, t ≥ t0.

In the last section, we will give an example for constants y0, y1, m, ε, A, A j, B j, j ∈ {1, . . . , l}, r1, L1, R1, r and for
functions f and 1 that satisfy (H1)-(H4). For the proof of our main result we use (3)-(5) of (H3). In Remark

3.1, we give a motivation for (5) of (H3) and we remove the case when f (t,w1,w2) =
l∑

j=1
(a j(t)w

p j

1 + b j(t)w
p j

2 ).

Our main result is as follows.

Theorem 1.1. Suppose (H1)-(H4). Then the IVP (1) has at least two nonnegative solutions.

Here we propose a new integral representation of the solutions of (1). A new topological approach is
applied to prove the existence of at least two nonnegative classical solutions. The arguments are based
upon a recent theoretical result.

The paper is organized as follows. In Section 2 we give some preliminary results which will be used
for the proof of our main result. In Section 3 we prove our main result. In Section 4 we illustrate our result
with an example. A conclusion is given in Section 5.
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2. Auxiliary Results

Let X be a real Banach space.

Definition 2.1. A mapping K : X → X is said to be completely continuous if it is continuous and maps bounded
sets into relatively compact sets.

The concept for k-set contraction is related to that of the Kuratowski measure of noncompactness which we
recall for completeness.

Definition 2.2. Let ΩX be the class of all bounded sets of X. The Kuratowski measure of noncompactness α : ΩX →

[0,∞) is defined by

α(Y) = inf

δ > 0 : Y =

m⋃
j=1

Y j and diam(Y j) ≤ δ, j ∈ {1, . . . ,m}

 ,
where diam(Y j) = sup{‖x − y‖X : x, y ∈ Y j} is the diameter of Y j, j ∈ {1, . . . ,m}.

For the main properties of measure of noncompactness we refer the reader to [5].

Definition 2.3. A mapping K : X → X is said to be k-set contraction for some number k ≥ 0 if it is continuous,
bounded and α(K(Y)) ≤ kα(Y), for any bounded set Y ⊂ X.

Obviously, if K : X→ X is a completely continuous mapping, then K is 0-set contraction (see [12]).

Definition 2.4. Let X and Y be real Banach spaces. A mapping K : X → Y is said to be expansive if there exists a
constant h > 1 such that ‖Kx − Ky‖Y ≥ h‖x − y‖X for any x, y ∈ X.

Definition 2.5. A closed, convex set P in X is said to be cone if

1. αx ∈ P for any α ≥ 0 and for any x ∈ P,
2. x,−x ∈ P implies x = 0.

Denote P∗ = P\{0}. The following result will be used to prove our main result. We refer the reader to [8]
and [11] for more details.

Theorem 2.6. Let P be a cone of a Banach space E; Ω a subset of P and U1,U2 and U3 three open bounded
subsets of P such that U1 ⊂ U2 ⊂ U3 and 0 ∈ U1. Assume that T : Ω → P is an expansive mapping with
constant h > 1, S : U3 → E is a k-set contraction with 0 ≤ k < h − 1 and S(U3) ⊂ (I − T)(Ω). Suppose that
(U2 \U1) ∩Ω , ∅, (U3 \U2) ∩Ω , ∅, and there exists u0 ∈ P

∗ such that the following conditions hold:

(i) Sx , (I − T)(x − λu0), for all λ > 0 and x ∈ ∂U1 ∩ (Ω + λu0),

(ii) there exists ε ≥ 0 such that Sx , (I − T)(λx), for all λ ≥ 1 + ε, x ∈ ∂U2 and λx ∈ Ω,

(iii) Sx , (I − T)(x − λu0), for all λ > 0 and x ∈ ∂U3 ∩ (Ω + λu0).

Then T + S has at least two non-zero fixed points x1, x2 ∈ P such that

x1 ∈ ∂U2 ∩Ω and x2 ∈ (U3 \U2) ∩Ω

or
x1 ∈ (U2 \U1) ∩Ω and x2 ∈ (U3 \U2) ∩Ω.

Lemma 2.7. Suppose (H1) and (H2). If y ∈ C1([t0,∞)) satisfies the integral equation

y(t) = (t − t0)y1 + y0 +

∫ t

t0

(t − s) f (s, y(s), y′(s))ds, t ≥ t0,

then it is a solution to the IVP (1).
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Proof. We have

y(t0) = y0,

y′(t) = y1 +

∫ t

t0

f (s, y(s), y′(s))ds,

y′(t0) = y1,

y′′(t) = f (t, y(t), y′(t)), t ≥ t0.

This completes the proof.

Lemma 2.8. Suppose (H1), (H2) and (H4). If for a nonnegative function 1 ∈ C([t0,∞)) and for a positive constant
L1 a function y ∈ C1([t0,∞)) satisfies the integral equation

0 = L1
5 +

∫ t

t0
(t − t1)21(t1)

(
− y(t1) + (t1 − t0)y1 + y0

+
∫ t1

t0
(t1 − s) f (s, y(s), y′(s))ds

)
dt1, t ≥ t0,

(6)

then it is a solution to the IVP (1).

Proof. We differentiate trice the equation (6) and we get

0 = 1(t)
(
−y(t) + (t − t0)y1 + y0 +

∫ t

t0

(t − s) f (s, y(s), y′(s))ds
)
, t ≥ t0,

whereupon

y(t) = (t − t0)y1 + y0 +

∫ t

t0

(t − s) f (s, y(s), y′(s))ds, t ≥ t0.

Now, we apply Lemma 2.7 and we get the desired result. This completes the proof.

Let X = C2([t0,∞)) be endowed with the norm

‖y‖ = max{‖y‖∞, ‖y′‖∞, ‖y′′‖∞},

provided it exists, where ‖y‖∞ = sup
t≥t0

|y(t)|. For y ∈ X, define the operator

Fy(t) =

∫ t

t0

(t − t1)21(t1)
(
− y(t1) + (t1 − t0)y1 + y0

+

∫ t1

t0

(t1 − s) f (s, y(s), y′(s))ds
)
dt1, t ≥ t0.

Lemma 2.9. Suppose (H1), (H2) and (H4). If y ∈ X and ‖y‖ ≤ b for some positive constant b, then

‖Fy‖ ≤ A

b + r +

l∑
j=1

(A j + B j)bp j

 .



S. G. Georgiev et al. / Filomat 35:14 (2021), 4701–4713 4705

Proof. We have

|Fy(t)| ≤
∫ t

t0

(t − t1)21(t1)
(
|y(t1)| + (t1 − t0)|y1| + |y0|

+

∫ t1

t0

(t1 − s)| f (s, y(s), y′(s))|ds
)
dt1

≤

∫ t

t0

(t − t1)21(t1)
(
|y(t1)| + (t1 − t0)|y1| + |y0|

+

l∑
j=1

∫ t1

t0

(t1 − s)
(
a j(s)|y(s)|p j + b j(s)|y′(s)|p j

)
ds

)

≤

∫ t

t0

(t − t1)21(t1)

b + (t1 − t0 + 1)r +

l∑
j=1

(A j + B j)bp j

∫ t1

t0

(t1 − s)ds

 dt1

= b
∫ t

t0

(t − t1)21(t1)dt1 + r
∫ t

t0

(t − t1)21(t1)(t1 − t0 + 1)dt1

+
1
2

l∑
j=1

(A j + B j)bp j

∫ t

t0

(t − t1)2(t1 − t0)21(t1)dt1

≤ A

b + r +

l∑
j=1

(A j + B j)bp j

 , t ≥ t0,

and ∣∣∣∣∣ d
dt

Fy(t)
∣∣∣∣∣ ≤ 2

∫ t

t0

(t − t1)1(t1)
(
|y(t1)| + (t1 − t0)|y1| + |y0|

+

∫ t1

t0

(t1 − s)| f (s, y(s), y′(s))|ds
)
dt1

≤ 2
∫ t

t0

(t − t1)1(t1)
(
|y(t1)| + (t1 − t0)|y1| + |y0|

+

l∑
j=1

∫ t1

t0

(t1 − s)
(
a j(s)|y(s)|p j + b j(s)|y′(s)|p j

)
ds

)

≤ 2
∫ t

t0

(t − t1)1(t1)

b + (t1 − t0 + 1)r +

l∑
j=1

(A j + B j)bp j

∫ t1

t0

(t1 − s)ds

 dt1

= 2b
∫ t

t0

(t − t1)1(t1)dt1 + 2r
∫ t

t0

(t − t1)1(t1)(t1 − t0 + 1)dt1

+

l∑
j=1

(A j + B j)bp j

∫ t

t0

(t − t1)(t1 − t0)21(t1)dt1
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≤ A

b + r +

l∑
j=1

(A j + B j)bp j

 , t ≥ t0,

and ∣∣∣∣∣∣ d2

dt2 Fy(t)

∣∣∣∣∣∣ ≤ 2
∫ t

t0

1(t1)
(
|y(t1)| + (t1 − t0)|y1| + |y0|

+

∫ t1

t0

(t1 − s)| f (s, y(s), y′(s))|ds
)
dt1

≤ 2
∫ t

t0

1(t1)
(
|y(t1)| + (t1 − t0)|y1| + |y0|

+

l∑
j=1

∫ t1

t0

(t1 − s)
(
a j(s)|y(s)|p j + b j(s)|y′(s)|p j

)
ds

)

≤ 2
∫ t

t0

1(t1)

b + (t1 − t0 + 1)r +

l∑
j=1

(A j + B j)bp j

∫ t1

t0

(t1 − s)ds

 dt1

= 2b
∫ t

t0

1(t1)dt1 + 2r
∫ t

t0

1(t1)(t1 − t0 + 1)dt1

+

l∑
j=1

(A j + B j)bp j

∫ t

t0

(t1 − t0)21(t1)dt1

≤ A

b + r +

l∑
j=1

(A j + B j)bp j

 , t ≥ t0.

Consequently

‖Fy‖ ≤ A

b + r +

l∑
j=1

(A j + B j)bp j

 .
This completes the proof.

3. Proof of the Main Result

Let

P̃ = {y ∈ X : y ≥ 0 on [t0,∞)}.

With Pwe will denote the set of all equi-continuous families in P̃. For y ∈ X, define the operators

Ty(t) = (1 + mε)y(t) − ε
L1

10
,

Sy(t) = −εFy(t) −mεy(t) − ε
L1

10
,
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t ∈ [t0,∞). Note that any fixed point u ∈ X of the operator T + S is a solution to the IVP (1). Define

U1 = Pr1 = {y ∈ P : ‖y‖ < r1},

U2 = PL1 = {y ∈ P : ‖y‖ < L1},

U3 = PR1 = {y ∈ P : ‖y‖ < R1},

R2 = R1 +
A
m

R1 + r +

l∑
j=1

(A j + B j)R
p j

1

 +
L1

5m
,

Ω = PR2 = {y ∈ P : ‖y‖ ≤ R2}.

1. For y1, y2 ∈ Ω, we have

‖Ty1 − Ty2‖ = (1 + mε)‖y1 − y2‖,

whereupon T : Ω→ X is an expansive operator with a constant 1 + mε > 1.
2. For y ∈ PR1 , we get

‖Sy‖ ≤ ε‖Fy‖ + mε‖y‖ + ε
L1

10

≤ ε
(
A

R1 + r +

l∑
j=1

(A j + B j)R
p j

1

 + mR1 +
L1

10

)
.

Therefore S(PR1 ) is uniformly bounded. Since S : PR1 → X is continuous, we have that S(PR1 ) is
equi-continuous. Consequently S : PR1 → X is a 0-set contraction.

3. Let v1 ∈ PR1 .Set

v2 = v1 +
1
m

Fv1 +
L1

5m
.

Note that by the inequality (4) in (H3) and by Lemma 2.9, it follows that Fv1 + L1
5 ≥ 0 on [t0,∞). We

have v2 ≥ 0 on [t0,∞) and

‖v2‖ ≤ ‖v1‖ +
1
m
‖Fv1‖ +

L1

5m

≤ R1 +
A
m

R1 + r +

l∑
j=1

(A j + B j)R
p j

1

 +
L1

5m

= R2.

Therefore v2 ∈ Ω and

−εmv2 = −εmv1 − εFv1 − ε
L1

10
− ε

L1

10
or

(I − T)v2 = −εmv2 + ε
L1

10

= Sv1.

Consequently S(PR1 ) ⊂ (I − T)(Ω).
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4. Assume that for any u0 ∈ P
∗ there exist λ > 0 and y ∈ ∂Pr1 ∩ (Ω + λu0) or y ∈ ∂PR1 ∩ (Ω + λu0) such

that

Sy = (I − T)(y − λu0).

Then

−εFy −mεy − ε
L1

10
= −mε(y − λu0) + ε

L1

10
or

−mε(y − λu0) = −εFy −mεy − ε
L1

5
,

or

λmεu0 = −εFy − ε
L1

5
,

which is a contradiction because λmεu0 > 0 and by the second inequality of (H3) and Lemma 2.9, we
have Fy + L1

5 ≥ 0 and then

−εFy − ε
L1

5
≤ 0.

5. Suppose that for any ε1 ≥ 0 small enough there exist a x1 ∈ ∂PL1 and λ1 ≥ 1 + ε1 such that λ1x1 ∈ PR1

and

Sx1 = (I − T)(λ1x1). (7)

In particular, for ε1 > 2
5m , we have x1 ∈ ∂PL1 , λ1x1 ∈ PR1 , λ1 ≥ 1 + ε1 and (7) holds. Since x1 ∈ ∂PL1 and

λ1x1 ∈ PR1 , it follows that( 2
5m

+ 1
)

L1 < λ1L1 = λ1‖x1‖ ≤ R1.

Moreover,

−εFx1 −mεx1 − ε
L1

10
= −λ1mεx1 + ε

L1

10
,

or

Fx1 +
L1

5
= (λ1 − 1)mx1.

From here,

2
L1

5
≥

∥∥∥∥∥Fx1 +
L1

5

∥∥∥∥∥ = (λ1 − 1)m‖x1‖ = (λ1 − 1)mL1

and

2
5m

+ 1 ≥ λ1,

which is a contradiction.

Therefore all conditions of Theorem 2.6 hold. Hence, the IVP (1) has at least two solutions u1 and u2 so that

r1 ≤ ‖u1‖ < L1 < ‖u2‖ ≤ R1.
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Remark 3.1. 1. If u1 = r is a solution of considered IVP, then r1 < r < L1. And if u2 = r is a solution of
considered IVP, then L1 < r < R1.

2. For any solution u of the IVP (1) we have that

‖u‖ ≥ y0, |y1| or ‖u‖ ≥ r.

Since r1 < ‖u1‖ < L1 and L1 < ‖u2‖ < R1, we have to have 0 ≤ r < L1 and ‖u2‖ > r. Since we have non trivial
solutions and if for some solution u of the IVP (1) we have ‖u‖ = r, then we have to have r > 0.

3. If ‖u1‖ = |u′′1 (t1)| = r for some t1 ∈ [t0,∞), then u1(t), |u′1(t)| < L1, t ∈ [t0,∞), and

r = |u′′1 (t1)| = | f (t1,u1(t1),u′1(t1))|

≤

l∑
j=1

(
a j(t1)|u1(t1)|p j + b j(t1)|u′1(t1)|p j

)
<

l∑
j=1

(A j + B j)L
p j

1

and

r = |u′′1 (t1)| = sup
t∈[t0,∞)

|u′′1 (t)|

= sup
t∈[t0,∞)

| f (t,u1(t),u′1(t))|,

which is true because we have supposed (see the last condition of (H3))

r ≥ sup
t ∈ [t0,∞)
r ≤ w1, |w2| < L1

| f (t,w1,w2)|.

4. If

f (t,w1,w2) = a1(t)wp1

1 , t ∈ [t0,∞), w1 ∈ R
+,w2 ∈ R (8)

where a1 ∈ C([t0,∞)) and there exists 0 ≤ A1 = sup
t∈[t0,∞)

|a1(t)| < ∞, by (H3), we get

A1Lp1

1 > r ≥ sup
t ∈ [t0,∞)
r ≤ w1 < L1

∣∣∣a1(t)wp1

1

∣∣∣ = A1Lp1

1 ,

which is a contradiction. Therefore, when f has the form (8), we can not apply our main result. In particular,
when p1 = 0 or p1 = 1, we have

A1 > A1,

which is a contradiction. If

f (t,w1,w2) = b1(t)wp1

2 , t ∈ [t0,∞), w1 ∈ R
+,w2 ∈ R, (9)

where b1 ∈ C([t0,∞)) and there exists 0 ≤ B1 = sup
t∈[t0,∞)

|b1(t)| < ∞, by (H3), we get

B1Lp1

1 > r ≥ sup
t ∈ [t0,∞)
r ≤ |w2| < L1

∣∣∣b1(t)wp1

2

∣∣∣ = B1Lp1

1 ,
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which is a contradiction. Therefore, when f has the form (9), we can not apply our main result. In particular,
when p1 = 0 or p1 = 1, we have

B1 > B1,

which is a contradiction. If

f (t,w1,w2) = a1(t) + a2(t)w1 + b1(t)w2, t ∈ [t0,∞), w1 ∈ R
+,w2 ∈ R, (10)

where a j, b1 ∈ C([t0,∞)), j ∈ {1, 2}, there exist 0 ≤ A j = sup
t∈[t0,∞)

|a j(t)| < ∞, j ∈ {1, 2}, 0 ≤ B1 = sup
t∈[t0,∞)

|b1(t)| <

∞, then we consider the IVPs
y′′ = f j(t, y, y′), t > t0,

y(t0) =
y0

3
, y′(t0) =

y1

3
, j ∈ {1, 2, 3},

where f1(t,w1,w2) = a1(t), f2(t,w1,w2) = a2(t)w1, f3(t,w1,w2) = b1(t)w2, and for every one of them we can
not apply our main result. Hence, for (10) we can not apply our main result. If

f (t,w1,w2) =

n∑
j=1

(
a j(t)w

p j

1 + b j(t)w
p j

2

)
, w1 ∈ R

+,w2 ∈ R (11)

where a j, b j, j ∈ {1, . . . , l}, satisfy (H2), then by the last condition of (H3), we get

l∑
j=1

(A j + B j)L
p j

1 > r ≥ sup
t ∈ [t0,∞)
r ≤ w1, |w2| < L1

∣∣∣∣∣∣∣∣
n∑

j=1

(
a j(t)w

p j

1 + b j(t)w
p j

2

)∣∣∣∣∣∣∣∣ =

l∑
j=1

(A j + B j)L
p j

1 ,

which is impossible. Therefore we can not apply our main result for (11).

4. An Example

Let

l = 2, t0 = 0, p1 =
3
5
, p2 = 0, R1 =

3
1010 , r =

4
3 · 1010 , A1 =

2
1010 ,

A2 =
( 4

3 · 1010

) 3
5

, L1 =
2

1010 , r1 =
1

1012 , m = 1050, ε = 50,

A =
1

1010 , R = 100, B1 = B2 = 0.

Then

R1 =
3

1010 <
5

1010 = ε
L1

20
, r1 < L1 < R1, r1 =

1
1012 <

L1

5
=

2
5 · 1010 .

Also,

A

R1 + r +

l∑
j=1

A jR
p j

1

 =
1

1010

 3
1010 +

4
3 · 1010 +

2
1010

( 3
1010

) 3
5

+
( 4

3 · 1010

) 3
5


<
1

1011

<
L1

5
.



S. G. Georgiev et al. / Filomat 35:14 (2021), 4701–4713 4711

Also,

R1 >
( 2

5m
+ 1

)
L1.

Now, we will construct the function 1 in (H4). Let

h(x) = log
1 + s11

√
2 + s22

1 − s11
√

2 + s22
, l(s) = arctan

s11
√

2
1 − s22 , s ∈ R.

Then

h′(s) =
22
√

2s10(1 − s22)

(1 − s11
√

2 + s22)(1 + s11
√

2 + s22)
,

l′(s) =
11
√

2s10(1 + s20)
1 + s40 , s ∈ R.

Therefore

−∞ < lim
s→±∞

(1 + s + s2)h(s) < ∞,

−∞ < lim
s→±∞

(1 + s + s2)l(s) < ∞.

Hence, there exists a positive constant C1 so that

(1 + s + s2)
(

1

44
√

2
log

1 + s11
√

2 + s22

1 − s11
√

2 + s22
+

1

22
√

2
arctan

s11
√

2
1 − s22

)
≤ C1,

(1 + s + s2)
(

1

44
√

2
log

1 + s11
√

2 + s22

1 − s11
√

2 + s22
+

1

22
√

2
arctan

s11
√

2
1 − s22

)
≤ C1,

t ∈ [0,∞), s ∈ R. Note that by [25](pp. 707, Integral 79), we have∫
dz

1 + z4 =
1

4
√

2
log

1 + z
√

2 + z2

1 − z
√

2 + z2
+

1

2
√

2
arctan

z
√

2
1 − z2 .

Let

Q(s) =
s10

(1 + s44)(1 + s + s2)20 , s ∈ R.

Then there exists a constant C2 > 0 so that

C2 ≥

∫ t

t0

(1 + t − t1 + (t − t1)2)(1 + t1 + t2
1)Q(t1)dt1, t ∈ [t0,∞).

Now, we take

1(t) =
1

1020C2
Q(t), t ∈ [t0,∞).

Then

A =
1

1010

≥

∫ t

t0

(1 + t − t1 + (t − t1)2)(1 + t1 + t2
1)1(t1)dt1, t ∈ [t0,∞).
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Now, consider the IVP

y′′ = h(t)
(
y − 4

3·1010

) 3
5 , t ∈ (0,∞),

y(0) = 4
3·1010 , y′(0) = 0,

(12)

where

h(t) =


1

1010 (9t2
− 9t + 2), t ∈ [0, 1],

2
1010 , t > 1.

Next,

0 < r < L1, r =
4

3 · 1010 <
2

1010 ·

( 2
1010

) 3
5

+
( 4

3 · 1010

) 3
5

= A1Lp1

1 + A2

and

r =
4

3 · 1010 ≥ sup
t ∈ [0,∞)

4
3·1010 ≤ w1 < 2

1010

∣∣∣∣∣h(t)
(
w1 −

4
3 · 1010

)∣∣∣∣∣ =
2

1010 ·
2

3 · 1010 =
4

3 · 1010 .

We have that (H1)-(H4) hold. The IVP (12) has two nonnegative solutions u1(t) = 4
3·1010 , t ∈ [0,∞), and

u2(t) =


1

10
55
2

(t(1 − t))5 + 4
3·1010 , t ∈ [0, 1],

4
3·1010 , t ∈ (1,∞).

5. Conclusions

In this paper we investigate a class of initial value problems for second order ODEs. The nonlinear term
depends on the solution and its derivative and may change its sign, and it satisfies general polynomial
growth conditions. We prove existence of at least two nonnegative solutions of the considered class of
second order ODEs. The proof of the main result in the paper is based upon a recent theoretical result. The
main result in this paper can be used for some classes second order PDEs.

Appendix A. Existence and uniqueness for ODE

Consider the ordinary differential equation

y′ = F(t, y) (A.1)

where F : E ⊂ R × Rd
→ Rd, with E an open set. We recall the following existence and uniqueness results

for (A.1).

Theorem A.1. [16, Theorem 3.1, p. 18] If F(t, y) is continuous in E and locally lipschitzian with respect to y in E,
then for any (t0, y0) ∈ E, there exists a unique local solution y(t) of (A.1) satisfying y(t0) = y0.

Note that if F is a C1 function then all assumptions required in Theorem A.1 are satisfied. We also recall
the following extension result.

Theorem A.2. [17, Theorem 3.1, p. 12] Let F(t, y) be continuous on an open set E and let y(t) be a solution of (A.1)
on some interval. Then y(t) can be extended (as a solution) over a maximal interval of existence (t∗, t∗). Also, if (t∗, t∗)
is a maximal interval of existence, then y(t) tends to the boundary ∂E of E as t→ t∗ and t→ t∗.
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