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Abstract. In this paper, we are interested in the study of the right polycyclic codes as invariant subspaces
of Fn

q
by a fixed operator TR . This approach has helped in one hand to connect them to the ideals of the

polynomials ring Fq [x]/〈 f (X)〉, where f (x) is the minimal polynomial of TR . On the other hand, it allows to
prove that the dual of a right polycyclic code is invariant by the adjoint operator of TR . Hence, when TR

is normal we prove that the dual code of a right polycyclic code is also a right polycyclic code. However,
when TR isn’t normal the dual code is equivalent to a right polycyclic code. Finally, as in the cyclic case,
the BCH-like and Hartmann-Tzeng-like bounds for the right polycyclic codes on Hamming distance are
derived.

1. Introduction

Polycyclic codes (known under name pseudo-cyclic [10]) of length n over a finite fieldFq with q−elements,
are an important subclass of linear codes. As they can be described by the ideals of the polynomials ring
Fq [x]/〈 f (x)〉, where f (x) id a non zero polynomial in Fq [x]. They are better studied under that name in [1]
over Fq . A generalization over a finite ring alphabet is presented in [11, 12]. Over finite fields, these codes
generalize constacyclic codes when f = xn

− λ, for some non-zero λ in Fq , and its derivatives cyclic codes
(λ = 1) and negacyclic codes (λ = −1).

A linear code C ⊆ Fn

q
is said to be right polycyclic code with associate vector R =

(
r0 , r1 , . . . , rn−1

)
if

for each codeword c =
(
c0 , c1 , . . . , cn−1

)
of C the codeword

(
0, c0 , . . . , cn−2

)
+ cn−1

(
r0 , r1 , . . . , rn−1

)
is also in C

[1]. Based on the algebraic approach developed in [2] to constacyclic codes we observe that the right
polycyclic codes are the invariant subspaces of F

n

q
by the operator TR defined by TR

(
a0 , a1 , . . . , an−1

)
=(

an−1 r0 , a0 + an−1 r1 , . . . , an−2 + an−1 rn−1

)
, where the minimal polynomial of TR is f (x) = xn

− R(x), such that
R(x) = r0 + r1x + r2x2 + · · · + rn−1xn−1. A similar idea is developed in [13] for polycyclic codes, where the
authors use the characteristic polynomial of the same operator to investigate the algebraic structure of
polycylic codes by the invariant subspaces of F

n

q
.

In this paper we observe that the operator TR is a cyclic i.e the minimal polynomial and characteristic
polynomial are same. based on this observation we start by proving the one to one correspondence between
the invariant subspaces of F

n

q
by a cyclic operator T and the ideals of the polynomials ring Fq [x]/〈πT (x)〉,

whereπT (x) is the minimal polynomial of T.As application, this permits to connect the right polycyclic codes
to the ideals of Fq [x]/〈 f (x)〉. In the same way as in [2, 13], the notion of the minimal invariant subspaces is
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introduced, driven from the irreducible factorization of f (x) over Fq , which asserts when the polynomial
order of f (x) is coprime with the size of Fq , we decompose any right polycyclic code as a direct sum of
minimal right polycyclic codes. Next, we give some important results on duality of these codes, where we
show that the dual of a right polycyclic code is also polycyclic, when TR is a normal operator. However,
when TR isn’t normal the dual code is equivalent to a right polycyclic code. Finally, we use the polynomial
order of f (x) over Fq to derive the BCH-like and Hartmann-Tzeng-like bounds for right polycyclic codes
on Hamming distance like as in the cyclic case.

In this paper, we start with necessary backgrounds on the right polycyclic codes and on the order
of polynomials over Fq . Secondly, we prove the one to one correspondence between the T−invariant
subspaces of F

n

q
and the ideals of the principal polynomials ring Fq [x]/〈πT (x)〉, where T is a cyclic operator

with minimal polynomial πT (x) [Theorem1]. As consequence, the right polycyclic codes with associate
vector R =

(
r0 , r1 , . . . , rn−1

)
∈ F

n

q
are seen as the ideals ofFq [x]/〈 f (x)〉. Some algebraic properties of these codes

are discussed in [Theorem3 , Theorem4]. Also, some results on the duality of the right polycyclic codes
with respect to the standard inner product on F

n

q
are surveyed. Finally, we prove in [ Theorem8, Theorem9]

the BCH-like and Hartmann-Tzeng-like bounds on Hamming distance of these codes using the order of
f (x) over Fq .

2. Preliminaries

This section is devoted to recall the necessary background that we need throughout this paper.

Definition 1 ( [1], Definition 2.1.)
Let C ⊆ Fn

q
be a linear code of length n over Fq .

1. C is called a right polycyclic code with associate vector R =
(
r0 , r1 , . . . , rn−1

)
∈ F

n

q
if for each c =(

c0 , c1 , . . . , cn−1

)
∈ C we have

(
0, c0 , . . . , cn−2

)
+ cn−1

(
r0 , r1 , . . . , rn−1

)
∈ C.

2. C is called a left polycyclic code with associate vector L =
(
l0 , l1 , . . . , ln−1

)
∈ F

n

q
if for each c =(

c0 , c1 , . . . , cn−1

)
∈ C we have

(
c1 , . . . , cn−1 , 0

)
+ c0

(
l0 , l1 , . . . , ln−1

)
∈ C.

Example 1
Let us recall that a linear code C ⊆ Fn

q
of length n over Fq is called λ−constacyclic code if for each(

v0 , v1 , . . . , vn−1

)
∈ C we have (λvn−1, v0, . . . , vn−2) is also in C, where λ is a non-zero element of Fq . Hence C

is a right polycyclic code with associate vector Rλ = (λ, 0, . . . , 0) . Also, cyclic codes (λ = 1) and negacyclic
codes (λ = −1) are right polycyclic codes.

Associate to R =
(
r0 , r1 , . . . , rn−1

)
∈ F

n

q
the polynomial R(x) = r0 + r1x + r2x2 + · · · + rn−1xn−1, and consider the

realization ϕR defined by

ϕR : F
n

q
−→ Fq [x]/〈xn

− R(x)〉(
a0 , a1 , . . . , an−1

)
7−→

n−1∑
i=0

ai x
i (1)

It is shown in [1] that the right polycyclic codes with associate vector R =
(
r0 , r1 , . . . , rn−1

)
are the ideals

of the polynomials ring Fq [x]/〈xn
− R(x)〉, via ϕR . Also, all the left polycyclic codes with associate vector

L =
(
l0 , l1 , . . . , ln−1

)
are the ideals of the polynomials ring Fq [x]/〈xn

− L(x)〉, via a chosen realization ϕL ,where
L(x) = ln−1 + ln−2x + · · · + l0xn−1. Then, as in the case of the cyclic codes, the irreducible factorization of
xn
−R(x) (resp. xn

−L(x)) permits to construct all the right polycyclic codes of length n with associate vector
R (resp. all the right polycyclic codes of length n with associate vector L). In the following proposition, we
regroup some basic results on the right polycyclic codes that are presented in [1].

Proposition 1
Let C ⊆ Fn

q
be a right polycyclic code of length n over Fq with associate vector R =

(
r0 , r1 , . . . , rn−1

)
.
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1. There is a monic polynomial of least degree 1(x) ∈ Fq [x] such that 1(x) divides xn
− R(x) and ϕR (C) =

〈1(x)〉.
2. The family {1(x), x1(x), . . . , xn−deg(1)−11(x)} forms a basis of ϕR (C) and the dimension of C is n − deg(1).
3. A generator matrix G of C is given by :

G =



ϕ−1
R

(1(x))

ϕ−1
R

(
x1(x)

)
...
...

ϕ
−1

R

(
xk−11(x)

)


=



10 11 · · · 1n−k 0 · · · · · · 0

0 10 11 · · · 1n−k 0 · · · 0
...

. . .
. . .

. . .
. . .

...
...

. . .
. . .

. . .
. . .

...
0 . . . 0 10 11 . . . 1n−k


where k = n − deg(1) and 1(x) =

n−k∑
i=0

1i x
i.

Definition 2
A right polycyclic code C with associate vector R =

(
r0 , r1 , . . . , rn−1

)
∈ F

n

q
is said to be generated by 1(x) if

ϕR (C) = 〈1(x)〉, and 1(x) is called its generator polynomial.

Let P(x) ∈ Fq [x] be a polynomial of degree n with P(0) , 0. It is shown in [4] that there exists a positive
integer e ≤ qn

− 1 such that P(x) divides xe
− 1. The smallest positive integer e with this property is called

the polynomial order of P(x) and we write ord(P) = e. If P(0) = 0, there is a polynomial Q(x) ∈ Fq [x] with
Q(0) , 0 and an integer h ∈N\ {0} such that P(x) = xhQ(x). In this case, the order of P(x) is defined to be the
order of Q(x).

Remark 1
Note that if P(x) ∈ Fq [x], such that P(0) , 0, is a polynomial with order e such that gcd(e, q) = 1. Then all the
roots of P(x) are simple.

Let C be a right polycyclic code with associate vector R =
(
r0 , r1 , . . . , rn−1

)
∈ F

n

q
and f (x) = xn

− R(x) of
order e. Then the irreducible factorization of f (x) permits to determine all the simple right polycyclic codes
when gcd(e, q) = 1.

Example 2
In this example, we propose to construct right polycyclic codes with associate vector R = (1, 1, 1, 1, 0, 1, 0, 1, 1, 0, 0)
of length 11 over F2 . Let R(x) = x8 + x7 + x5 + x3 + x2 + x + 1, then f (x) = x11

− R(x) is a polynomial of order
e = 15 over F2 . The irreducible factorization of f (x) is

f (x) = (x + 1)
(
x2 + x + 1

) (
x4 + x3 + 1

) (
x4 + x3 + x2 + x + 1

)
As gcd(2, 15) = 1, the linear code C generated by

1(x) =
(
x2 + x + 1

) (
x4 + x3 + x2 + x + 1

)
= x6 + x4 + x3 + x2 + 1

is a simple right poycyclic code of length 11 with a generator matrix

G =


1 0 1 1 1 0 1 0 0 0 0
0 1 0 1 1 1 0 1 0 0 0
0 0 1 0 1 1 1 0 1 0 0
0 0 0 1 0 1 1 1 0 1 0
0 0 0 0 1 0 1 1 1 0 1


and the minimum Hamming distance dH = 4.

More generally, in the following table, we list all the non trivial binary right polycyclic codes with
associate vector R and all the binary cyclic codes of length 11.
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Type of code Generator polynomial of the code Dimension dH

R
ig

ht
po

ly
cy

cl
ic

co
de

s

x7 + x6 + x4 + 1 4 4
x9 + x8 + x5 + x4 + x3 + 1 2 6
x10 + x9 + x8 + x6 + x5 + x2 + 1 1 7
x8 + x4 + x2 + x + 1 3 5
x5 + x3 + x + 1 6 4
x6 + x4 + x3 + x2 + 1 5 4
x5 + 1 6 2
x3 + 1 8 2
x + 1 10 2
x6 + x3 + x2 + x + 1 5 3
x4 + x3 + x2 + x + 1 7 2
x7 + x6 + x5 + x2 + x + 1 4 4
x4 + x3 + 1 7 3
x2 + x + 1 9 2

C
yc

li
c

co
de

s x + 1 10 2

x10 + x9 + x8 + x7 + x6 + x5 + x4 + x3 + x2 + x + 1 1 11

3. Right polycyclic codes as invariant subspaces

Let Fq be a finite field and F
n

q
be the n−dimensional vector space over Fq with the standard basis

B =
{
e1 , e2 , . . . , en−1

}
where, ei = (0, . . . , 0, 1, 0, . . . , 0) . Recall that a subspace F ⊆ Fn

q
is invariant under an

operator T or T−invariant if T(F) ⊆ F. Recall also that an operator T is called cylic if there is a vector v0 ∈ F
n

q

such that the set Bv0 :=
{
v0 ; T(v0 ); . . . ; T

n−1
(v0 )

}
is a basis of F

n

q
, Tn (

v0

)
=

n−1∑
i=0

mi T
i (

v0

)
and πT (x) = xn

−

n−1∑
i=0

mi x
i.

The following theorem gives a characterization of the T−invariant subspaces of F
n

q
by the ideals of the

polynomials ring Fq [x]/〈πT (x)〉, where T is a cyclic operator with minimal polynomial πT (x).

Theorem 1
Let T : F

n

q
−→ F

n

q
be a cyclic operator with minimal polynomial πT (x). Then, there is a realization

ϕ : F
n

q
−→ Fq [x]/〈πT (x)〉 between F

n

q
and Fq [x]/〈πT (x)〉, such that

T(F) ⊆ F if, and only if ϕ (F) is an ideal of Fq [x]/〈πT (x)〉.

Proof. As T is a cyclic operator, then there is a vector v0 ∈ F
n

q
such that the set Bv0 :=

{
v0 ; T(v0 ); . . . ; T

n−1
(v0 )

}
is

a basis of F
n

q
. Consider the realization ϕv0

between F
n

q
and Fq [x]/〈πT (x)〉 defined by :

ϕv0
: F

n

q
−→ Fq [x]/〈πT (x)〉 :

n−1∑
i=0

vi T
i
(v0 ) 7−→

n−1∑
i=0

vi x
i. (2)

Let F be an invariant subspace ofF
n

q
, then

(
ϕ(F),+

)
is a group. Now, let a(x) := a0 +a1x+ · · ·+an−1xn−1

∈ ϕ (F) .
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Then, for a =

n−1∑
i=0

ai T
i
(v0 ) ∈ F,

xa(x) = x
n−1∑
i=0

ai x
i

=

n−1∑
i=0

ai x
i+1

=

n−1∑
i=1

ai−1xi + an−1xn

=

n−1∑
i=1

ai−1 xi + an−1

xn
−

n−1∑
i=0

mixi

 + an−1

n−1∑
i=0

mixi

= an−1m0 +

n−1∑
i=1

(ai−1 + an−1mi) xi + an−1πT (x)

= an−1m0 +

n−1∑
i=1

(ai−1 + an−1mi) xi (mod πT (x)).

(3)

since πT (x) = xn
−

n−1∑
i=0

mi x
i.

On the other hand,

T(a) = T

n−1∑
i=0

ai T
i
(v0)

 =

n−1∑
i=0

ai T
i+1

(v0) =

n−1∑
i=1

ai−1T
i
(v0) + an−1T

n
(v0)

=

n−1∑
i=1

ai−1T
i
(v0) + an−1

n−1∑
i=0

miT
i
(v0)


= an−1m0T0

(v0) +

n−1∑
i=1

(ai−1 + an−1mi) T
i
(v0).

(4)

Since T(F) ⊆ F, we deduce by (3) and (4), that : xa(x) = ϕv0
(T(a)) ∈ ϕv0

(F). By the inductive argument, for
any positive integer k, xka(x) = ϕv0

(Tk
(a)) ∈ ϕ(F). Hence, ϕv0

(F) is an ideal of Fq [x]/〈πT (x)〉.

Conversely, assume that ϕv0
(F) is an ideal of Fq [x]/〈πT (x)〉. Let a =

n−1∑
i=0

ai T
i
(u0 ) ∈ F, then the polynomial

ϕv0
(a) = a0 + a1x + · · · + an−1xn−1

∈ ϕv0
(F).

Finally, by (3) and (4), we have ϕv0
(T(a)) = xϕv0

(a) ∈ ϕv0
(F), Hence T(F) ⊆ F.

Now, let R =
(
r0 , r1 , . . . , rn−1

)
∈ F

n

q
and consider the operator TR defined by :

TR : F
n

q
−→ F

n

q(
a0 , a1 , . . . , an−1

)
7−→

(
an−1 r0 , a0 + an−1 r1 , . . . , an−2 + an−1 rn−1

) (5)
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The matrix of TR with respect to the standard basis is

A =



0 0 . . . 0 r0
1 0 . . . 0 r1
... 1

. . .
...

...
... . . .

. . . 0
...

0 0 . . . 1 rn−1


As the minimal polynomial f (x) = xn

− R(x) of TR has degree n and each right polycyclic code is an
invariant subspaces by TR . Then, in the proof of the theorem above, by putting v0 = e1 ∈ F

n

q
, the set

Be1
:=

{
e1 ; TR (e1 ); . . . .; Tn−1

R
(e1 )

}
=

{
e1 ; e2 ; . . . .; en

}
is the standard basis of F

n

q
. It follows that the image of each

right polycyclic code by the realization ϕR , defined in (1), is an ideal of Fq [x]/〈 f (x)〉. Hence, we have the
following result, where the first and the second assertion are given in [13, Proposition 2.5].

Theorem 2
Let C ⊆ Fn

q
be a linear code of length n over Fq . The following assertions are equivalent :

1. C is a right polycyclic code.
2. C is an invariant subspace of F

n

q
by TR .

3. ϕR (C) is an ideal of Fq [x]/〈 f (x)〉.

Example 3
Each λ−constacyclic code is a right polycyclic code with associate vector Rλ = (λ, 0, . . . , 0) ∈ F

n

q
. Then it is

invariant by the operator Tλ, defined by :

Tλ (v0, v1, . . . , vn−1) = (0, v0, v1, . . . , vn−2) + vn−1(λ, 0, . . . , 0) = (λvn−1, v0, . . . , vn−2) ,

for each v = (v0, v1, . . . , vn−1) ∈ F
n

q
.Hence the cyclic codes (λ = 1) and the negacyclic codes (λ = −1) are right

polycyclic codes.

Inspired by the work presented by Radkova, D. and Van Zanten A.J. in [2], we consider the irreducible
factorization of f (x) given as

f (x) =

r∏
i=1

f
αi

i
(x) (6)

By the Cayley-Hamilton theorem [7, Theorem 4 p. 194], the matrix A satisfies

f (A) = f (TR ) = 0

Furthermore, we consider the following homogeneous set of equations

f
αi

i
(A)v = 0, v ∈ F

n

q
(7)

for i = 1, . . . , r. If Ui stands for the solution space of (7), then we may write

Ui := ker
(

f
αi

i
(A)

)
(8)

The most of the assertions in the following Theorem are already proved for constacyclic code in [2, Theorem
1] for constacyclic codes and in [13, Theorem 2.2] for polycyclic codes, here we reproving them for polycyclic
codes where we give possibly simpler proofs and discuss the repeated polycyclic code case.
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Theorem 3
The subspaces Ui of F

n

q
satisfy the following conditions :

1. F
n

q
= U1 ⊕U2 ⊕ · · · ⊕Ur .

2. Ui is an invariant subspace of F
n

q
by TR .

3. If W is an invariant subspace of F
n

q
by TR and Wi = W ∩ Ui , for i = 1, . . . , r. Then Wi is also invariant

by TR and W = W1 ⊕W2 ⊕ · · · ⊕Wr .

4. ϕR

(
Ui

)
is the ideal of Fq [x]/〈 f (x)〉 generated by f̂ αi

i
(x), where f̂ αi

i
(x) =

f (x)

f αi
i

(x)
.

5. The dimension of Ui is given by dimFq

(
Ui

)
= deg

(
f
αi

i

)
= αi deg

(
fi

)
.

6. If P(x) is a divisor of f (x) in Fq [x], then ker(P(A)) is a direct sum of invariant subspaces of F
n

q
.

7. If gcd(e, p) = 1, then Ui is a minimal invariant subspace of F
n

q
by TR .

8. If gcd(e, p) = 1 and P(x) is a divisor of f (x) in Fq [x], then ker(P(A)) is a direct sum of minimal invariant
subspaces of F

n

q
.

Proof. 1. Since f1 , f2 , . . . , fr are distinct monic irreducible polynomials, then according to the primary
decomposition theorem [7, Theorem 12 P. 220] we have that

F
n

q
= U1 ⊕U2 ⊕ · · · ⊕Ur .

2. Let a ∈ Ui . Then
f
αi

i

(
TR (a)

)
= f

αi

i
(A)Aa = A f

αi

i
(A)a = 0.

So TR (a) ∈ Ui .
3. Since Ui is an invariant subspace, then Wi = W ∩ Ui is also an invariant subspace, for all i = 1, . . . , r.

From the statement 1, we have

W1 ⊕W2 ⊕ · · · ⊕Wr ⊆ F
n

q
∩W = W (9)

On the other hand gcd
(

f̂
α1
1 (x), f̂

α2
2 (x), . . . , f̂ α

r
(x)

)
= 1. By the Euclidean algorithm there are polynomials

(a1(x), a2(x), . . . , ar(x)) such that

a1(x) f̂
α1
1 (x) + a2(x) f̂

α2
2 (x) + . . . + ar(x) f̂ αr

r (x) = 1

Then for every vector w ∈W,

a1(A) f̂
α1
1 (A)w + a2(A) f̂

α2
2 (A)w + . . . + ar(A) f̂ αr

r (A)w = w

Let wi = f̂
αi
i (A)w. Then f αi

i (A)wi = f αi
i (A) f̂

αi
i (A)w = f (A)w = 0. Hence wi ∈ Ui ∩W = Wi. Finally we

show that
W1 ⊕W2 ⊕ . . . . ⊕Wr = W

4. Since Ui is an invariant subspace, the result follows by the Theorem1.

5. As ϕR

(
Ui

)
= 〈 f̂ αi

i
(x)〉, then by the similar argument as in Proposition1

dimFq

(
Ui

)
= n − deg( f̂ αi

i
(x)) = αi deg

(
fi

)
.

6. In statement 3, take W = ker(P(A))).
7. If gcd(e,n) = 1, then αi = 1 in (6) for each i = 1, . . . , r. Let U ⊆ Ui . The polynomial f

αi
i (x) = fi (x) is

irreducible, therefore dimFq
(U) = dimFq

(
Ui

)
and U = Ui .
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8. It is immediate from the above statement.

According to the above theorem, we have the following characterization of the right polycyclic codes.

Theorem 4
Let C be a right polycyclic code of length n over Fq generated by 1(x) =

r∏
i=1

f ki
i

(x), 0 ≤ ki ≤ αi and h(x) ∈ Fq [x]

such that f (x) = h(x)1(x). Then

1. ϕR (C) = ϕR (ker(h(TR )))
2. C = ker(h(TR )) and dimFq

(C) = n − rank
(
h(TR )

)
= n − deg(1).

3. C = C1 ⊕ C2 ⊕ · · · ⊕ Cr where Ci is the right polycyclic code generated by

1i (x) = lcm
(
1(x), f̂ αi

i
(x)

)
= f ki

i
(x) f̂ αi

i
(x), for all i = 1, . . . , r.

4. If gcd(ord( f ), p) = 1, then C = C1 ⊕ C2 ⊕ · · · ⊕ CR , where Ci is a right minimal polycyclic codes.

Proof. 1. Let c(x) =

n−1∑
i=0

ci x
i
∈ ϕR (C). SinceϕR (C) = 〈1(x)〉, then there is a(x) ∈ Fq [x] such that c(x) = a(x)1(x).

It follows that
h(x)c(x) = h(x)a(x)1(x) = 0 mod f (x).

So

h(x)c(x) =

deg(h)∑
i=0

hi x
ic(x) =

deg(h)∑
i=0

hiϕR

(
T

i

R
(c)

)
= ϕR


deg(h)∑

i=0

hi T
i

R
(c)

 = ϕR

(
h(TR

)
(c)

Hence, h(TR )(c) = 0, which means that c ∈ ker(h(TR )) and ϕR (C) ⊆ ϕR (ker(h(TR ))).
Conversely, let a(x) ∈ ϕR (ker(h(TR ))). There exist q(x), r(x) ∈ Fq [x], such that

a(x) = q(x)1(x) + r(x), where deg(r(x)) < deg(1(x)).

Then h(x)r(x) = 0 mod f (x).
Assume that r(x) , 0. Let K(x) ∈ Fq [x] such that h(x)r(x) = K(x) f (x). Since f (x) is monic, then

deg(h(x)r(x)) = deg
(
K(x) f (x)

)
= deg(K(x)) + deg( f (x)) ≥ n.

Otherwise, as h(x) is monic then

deg(h(x)r(x)) = deg(h) + deg(r(x)) < n

Contradiction. Hence r(x)) = 0 and a(x) ∈ ϕR (C).
2. The result follows from the statement above.
3. Let Ci = C ∩Ui , for all i = 1, . . . , r. The right polycyclic Ci is generated by

1i (x) = lcm
(
1(x), f̂

αi
i (x)

)
= f

ki

i
(x) f̂

αi
i (x)

By the statement 3 of Theorem3, we have that C = C1 ⊕ C2 ⊕ · · · ⊕ Cr .

4. It is immediate from the statement above.
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4. Dual of the right polycyclic codes

In this section, we aim to characterize the dual of the right polycyclic codes. Let us recall the Euclidean
inner product in F

n

q
of two vectors x = (x0, x1, . . . , xn−1) and y = (y0, y1, . . . , yn−1) defined by

〈x, y〉 =

n∑
i=0

xiyi .

The Euclidean dual code of each linear code C is defined by

C⊥ :=
{
x ∈ F

n

q
: 〈x, y〉 = 0, ∀y ∈ C

}
.

Note that if b : F
n

q
× F

n

q
−→ Fq is a non degenerate bilinear form on F

n

q
and T is an operator, then there

is an unique operator T̂, called the adjoint operator of T, such that b(x, T̂(y)) = b(T(x), y) and the matrix of
T̂ in a b−normal basis BN = {e0, e2, . . . , en−1}, (i.e) b(ei, e j) = δi, j for i, j = 0, . . . ,n − 1, is the transpose matrix
of the representation matrix of T in BN. In the following result, we show that the Euclidean dual of a right
polycyclic code is invariant by the adjoint operator T̂R.

Theorem 5
Let C be a right polycyclic code with associate vector R =

(
r0 , r1 , . . . , rn−1

)
∈ F

n

q
. Then C⊥ is an invariant

subspace of F
n

q
by T̂R.

Proof. Note that the Euclidean dual b = 〈 . , . 〉 is a non degenerate bilinear form. Let c ∈ C and v ∈ C⊥, then

〈c, T̂R (v)〉 = 〈TR (c), v〉 = 0

It follows that T̂R (v) ∈ C⊥ and T̂R (C⊥) ⊆ C⊥.

As the standard basis B of F
n

q
is normal with respect to the Euclidean inner product on F

n

q
, the matrix of

T̂R in B is
t A. Hence the operator T̂R is defined by

T̂R : F
n

q
−→ F

n

q(
a0 , a1 , . . . , an−1

)
7−→

a1 , a2 , . . . , an−1 ,
n−1∑
i=0

ai ri

 (10)

Note that if S and T are two operators such that S ◦ T = T ◦ S, then each invariant subspace of F
n

q
by S is

also invariant by T and it follows that

Theorem 6
If the operator TR is normal, then the dual code C⊥ of a right polycyclic code C is also a right polycyclic
code.

Proof. Let C be right polycyclic code. By the above theorem, C⊥ is invariant by T̂R .As TR is a normal operator
(i.e) TR ◦ T̂R = T̂R ◦ TR , C⊥ is invariant by TR . Hence C⊥ is a right polycyclic code.

In general, like f (x) = xn
− R(x) is the minimal polynomial of T̂R then as in the proof of Theorem1 there is

a vector w0 ∈ F
n

q
such that the set Bw0 :=

{
w0 ; T̂R (w0 ); . . . .; T̂R

n−1

(w0 )
}

is a basis of F
n

q
. Let ψR be the realization

from F
n

q
to Fq [x]/〈 f (x)〉 defined by

ψR : F
n

q
−→ Fq [x]/〈 f (x)〉

n−1∑
i=0

vi T̂R

i

(w0 ) 7−→

n−1∑
i=0

vi x
i (11)
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and φ : F
n

q
−→ F

n

q
be the transition map from F

n

q
endowed with the standard basis B to F

n

q
endowed with

the basis Bw0 as follows

φ : F
n

q
−→ F

n

q(
a0 , a1 , . . . , an−1

)
7−→

n−1∑
i=0

vi T̂R

i

(w0 )
(12)

Then ψR ◦ φ(C⊥) is an ideal of Fq [x]/〈 f (x)〉. Let P =
(
w0 ; T̂R (w0 ); . . . ; T̂R

n−1

(w0 )
)

be the transition matrix from

B to Bw0
, then A = P−1 tA P.

The following result gives a characterization of the Euclidean dual of a right polycyclic code, when TR

isn’t normal.

Theorem 7
Let C be a right polycyclic code with associate vector R =

(
r0 , r1 , . . . , rn−1

)
∈ F

n

q
, then ψR (P−1

∗ C⊥) is an ideal

of Fq [x]/〈 f (x)〉, where P−1
∗ C⊥ :=

{
P−1 tc ∈ Fn

q
: c ∈ C⊥

}
.

The following lemma gives an elementary method to compute the product of two polynomials in
Fq [x]/〈 f (x)〉 using the matrix A.

Lemma 1
Let h(x), a(x) two polynomials in Fq [x]/〈 f (x)〉, then

h(x)a(x) mod f (x) =

n−1∑
j=0

〈a,H j〉x
j

where H j is the jth
−row of the matrix H =

[
h; Ah; · · · ; An−1 h

]
, h = ϕ−1

R
(h(x)) and a = ϕ

−1

R
(a(x)).

Proof. Let us use the following notation, for each i = 0, . . . ,n − 1, Ai h =


h(i)

0
...

h(i)

n−1

 , then

h(x)a(x) mod f (x) =

n−1∑
i=0

ai x
ih(x)

=

n−1∑
i=0

aiϕR

(
A

i
h
)

=

n−1∑
i=0

ai

n−1∑
j=0

h
(i)

j
x j

=

n−1∑
j=0

n−1∑
i=0

ai h
(i)

j
x j

=

n−1∑
j=0

〈a,H j〉x
j,

where H j =
(
h(0)

j
, h(1)

j
, . . . , h(n−1)

j

)
the jth row of the matrix H =

[
h; A(h); · · · ; An−1 (h)

]
.
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Corollary 1
Let C be a right polycyclic code of length n over Fq generated by 1(x), (i.e) ϕR (C) = 〈1(x)〉 and h(x) ∈ Fq [x]
such that f (x) = 1(x)h(x). Then there are deg(1) independent rows Hi of the matrix H (as in lemma1) which
form a basis of the dual code C⊥.

Proof. Let c(x) ∈ ϕR (C) then c(x)h(x) = v(x) f (x) = 0, for some v(x) ∈ Fq [x]. By the first statement we have

c(x)h(x) =

n−1∑
i=0

〈c,Hi〉x
i

Hence, 〈c,Hi〉 = 0, for each i = 0, . . . ,n − 1, and c is orthogonal to each row Hi of H.
Since dimFq

(C⊥) = n − deg(h(x)) and the rank of H is deg(1), then there is deg(1) independents rows Hi of
the matrix H which form a basis of C⊥.

5. BCH-like and Hartmann-Tzeng-like bounds for right polycyclic codes

In this section, we prove the BCH-like and the Hartmann–Tzeng-like bounds for the right polycyclic
codes using the order e of the polynomial f (x). Let e be the order of f (x) = xn

− R(x) with f (0) , 0, and
suppose that gcd(e, q) = 1. Therefore all the roots of f (x) are simple. Let α be a eth

−primitive root of unity
and λ1, λ2 , . . . , λn be the eigenvalues of TR . As f (0) , 0; λi, i = 1, . . . ,n are non zero and distinct, and if
vλ1
, vλ2

, . . . , vλn
are the eigenvectors associated with λ1 , . . . , λn , respectively. So, there is an invertible matrix

P =
(
vλ1 , vλ2 , . . . , vλn

)
such that P−1AP = D, where D = diag(λ1, λ2, . . . , λn) is a diagonal matrix.

Let C be a [n, k]− right polycyclic code generated by 1(x). From Theorem 4, C = ker(h(TR )), where

h(x) =
f (x)
1(x)

. Hence

c ∈ C ⇐⇒ h(TR )(c) = 0.

It follows, that the set containing the eigenvalues of h(TR ) is the set of the roots of 1(x) (i.e)

V(C) =
{
λi ∈ Fqm : ∃vi ∈ F

n

q\{0}, h(TR )(vi) = λvi

}
=

{
λi ∈ Fqm : 1 (λi) = 0

}
where m is the multiplicative order of q modulo e. Since for each i = 1, . . . ,n one can write λi = αki for some
ki ∈ [1, . . . , e], then

V(C) =
{
αki ∈ Fqm : 1

(
αki

)
= 0

}
.

Let us recall that the Hamming weight of x ∈ Fn

q
is wH (x) := card

({
i : xi , 0

})
and the minimum distance

of each linear code is defined as follows :

Definition 3
Let C be a linear code of length n over Fq then the minimum Hamming distance of C is

dH := min
{
wH (c) : c ∈ C, c , 0

}
In line with the proof of [5, Theorem 4.5.3], we show the following theorem.

Theorem 8 ( BCH-like bound for right polycyclic codes)
Let C be a right polycyclic code of length n over Fq generated by 1(x) with minimum distance dH such that
V(C) contains the set

T
1

=
{
αa+ib for i = 0, . . . , δ − 2

}
If gcd(e, b) = 1, then dH ≥ δ.
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Proof. Let c be a codeword of weight w < δ, then

c(x) := ϕR (c) =

w−1∑
i=0

ci x
ki for some {k0 , . . . , kw−1 } ⊆ {1, . . . ,n − 1}.

Then for j = 0, . . . , δ − 2,

c(αa+ jb) =

w−1∑
i=0

ciα
ki(a+ jb) = 0,

It follows that c is in the left kernel of the matrix M where

M =


αk0a αk0(a+b)

· · · αk0(a+(δ−2)b)

αk1a αk1(a+b)
· · · αk1(a+(δ−2)b)

· · ·

...
...

...
...

αkw−1a αkw−1(a+b)
· · · αkw−1(a+(δ−2)b)


Since c , 0, M is a singular matrix and hence det M = 0. However

det(M) = α(k0+k1+···+kw−1)a

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 αk0b
· · ·

(
αk0b

)δ−2

1 αk1b
· · · (αk1b)δ−2

· · ·

...
...

...
...

1 αkw−1b
· · ·

(
αkw−1b

)δ−2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Since gcd(e, b) = 1, αkib, i = 0, . . . , δ − 2 are distinct. In fact, for i, j ∈ [0, . . . , δ − 2] with i < j,

αkib = αk jb ⇐⇒ α(k j−ki)b = 1 ⇐⇒ e divides (k j − ki)b.

As k j − ki < e and gcd(e, b) = 1, ki − k j = 0 and ki = k j.
Hence det M , 0, contradiction!!! Then C doesn’t contain any codeword of weight less than δ and dH ≥ δ.

Remark 2
Not that the result of the above theorem is given in [13, Theorem 4.2.] by another approach based on the
so-called Roos bound for cyclic codes in [15].

Now, by similar argument as in the proof of the above theorem and from [9, Lemma 3.2, Theorem 3.3],
we show the Hartmann–Tzeng-like bound for the right polycyclic codes.

Theorem 9 ( Hartmann-Tzeng-like bound for the right polycyclic codes)
Let C be a right polycyclic code of length n over Fq generated by 1(x) such that V(C) contains the set

T
1

=
{
αa+ib1+ jc1 : i = 0, . . . , δ − 2, j = 0, . . . , r

}
.

If gcd(e, b1) = 1 and gcd(e, c1) = 1, then dH ≥ δ + r.

Proof. Let c be a codeword of weight w = δ + r − 1, then w < δ + r and one can write

c(x) := ϕR (c) =

w−1∑
l=0

cl x
kl for some {k0 , . . . , kw−1 } ⊆ {1, . . . ,n − 1}.
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Then for i = 0, . . . , δ − 2, j = 0, . . . , r

c(αa+ib1+ jc1 ) =

w−1∑
l=0

c
l
αkl(a+ib1+ jc1) = 0,

It follows that c is in the left kernel of the matrix L L =
(
M | αc1 M | α2c1 M | α3c1 M| . . . . |αrc1 M

)
where

M =


αk0a αk0(a+b1)

· · · αk0(a+(δ−2)b1)

αk1a αk1(a+b1)
· · · αk1(a+(δ−2)b1)

· · ·

...
...

...
...

αkw−1a αkw−1(a+b1)
· · · αkw−1(a+(δ−2)b1)


As in the proof of the above theorem, det(M) , 0. Since gcd(e, c1) = 1, then α jc1 , 1 are distinct for

j = 1, . . . , r. Hence the matrix L has full rank equal

min (w, (δ − 1)(r + 1)) = w.

On the other hand, c , 0 means that M is a singular matrix. Contradiction! Then C doesn’t contain any
codeword of weight less than δ + r. Hence, dH ≥ δ + r.

By the inductive argument on the above result, we deduce the following corollary

Corollary 2
Let C be a right polycyclic code of length n over Fq such that V(C) contains the set

T
1

=
{
α

a+ib+
∑r

k=1 jk ck for i = 0, . . . , δ − 2, jk = 1, . . . , sk

}
where gcd(e, b) = 1 and gcd

(
e, ck

)
= 1 for each jk = 1, . . . , sk . Then, d ≥ δ +

r∑
k=1

sk .

Now, we define the BCH-right polycyclic codes with designed distance δ.

Definition 4
Let C be a right polycyclic code of length n over Fq generated by 1(x) and δ be a positive integer. The
code C is said to be a BCH-right polycyclic code with designed distance δ, if V(C) contains the set{
αa+ib : i = 0, . . . , δ − 2

}
where gcd(e, b) = 1. In this case, C satisfies the BCH-like bound.

Example 4 (BCH-like bound of right polycyclic codes)
Let R = (1, 1, 1, 1, 0, 1, 0, 1, 1, 0, 0) ∈ F11

8 , then R(x) = x8 + x7 + x5 + x3 + x2 + x + 1. The order of f (x) = x11
−R(x)

over F8 is e = 15, the multiplicative order of 15 modulo 8 is m = 4 and the field extension F84 = F8(α)

contains the eth primitive root of unity β = α

84
− 1

15 = α273.
It follows that the 8−cyclotomic cosets modulo 15 are:

C0 = {0} ; C1 = {1, 2, 4, 8} ; C3 = {3, 6, 9, 12} ; C5 = {5, 10} ; C7 = {7, 11, 13, 14} .

In the following table, we list all the BCH-like right polycyclic codes with associate vector R ∈ F11
8 of length

11 and all the BCH codes of length 11 over F8.
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δ a b Defining consecutive set T
1

Generator polynomial k dH

R
ig

ht
po

ly
cy

cl
ic

co
de

s

0 | {0} x + 1 10 2
11 | {11} x4 + x3 + 1 7 3

2 9 | {9} x4 + x3 + x2 + x + 1 7 2
10 | {10} x2 + x + 1 9 2
0 7 {0, 7} x5 + x3 + x + 1 6 4
3 4 {3, 7} x8 + x4 + x2 + x + 1 3 5

3 3 7 {3, 10} x6 + x4 + x3 + x2 + 1 5 4
5 2 {5, 7} x6 + x3 + x2 + x + 1 5 3

13 1 {13, 14} x4 + x3 + 1 7 3
0 7 {0, 7, 14} x5 + x3 + x + 1 6 4

4 3 2 {3, 5, 7} x10 + x9 + x8 + x6 + x5 + x2 + 1 1 7
7 2 {7, 9, 11} x8 + x4 + x2 + x + 1 3 5

5 9 1 {9, 10, 11, 12} x10 + x9 + x8 + x6 + x5 + x2 + 1 1 7
11 1 {11, 12, 13, 14} x8 + x4 + x2 + x + 1 3 5

6 5 2 {5, 7, 9, 11, 13} x10 + x9 + x8 + x6 + x5 + x2 + 1 1 7
7 3 2 {3, 5, 7, 9, 11, 13} x10 + x9 + x8 + x6 + x5 + x2 + 1 1 7

C
yc

li
c

co
de

s 2 0 | {0} x + 1 10 2

11 1 1 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} x10 + x9 + x8 + x7 + x6 + x5+ 1 11
x4 + x3 + x2 + x + 1

Remark 3
The similar idea can be developed to left polycyclic codes with associate vector L = (l0, l1, ..., ln−1) by
considering the operator TL defined by

TL

(
v0 , v1 , . . . , vn−1

)
=

(
v1 + v0 l0 , . . . , vn−2 + v0 ln−2 , v0 ln−1

)
. (13)

where its matrix in the standard basis of Fn
q

is

M =



l0 1 0 . . . 0
l1 0 1 0 0
...

...
. . .

. . .
...

ln−2
... 0 0 1

ln−1 0 . . . 0 0


but we need here to compute a TL−cyclic basis of Fn

q
, the fact that yields an in-depth study in this case.

Conclusion

In this paper, we have developed an approach to right polycyclic codes using the theory of the invariant
subspaces by a fixed operator TR . A characterization of the Euclidean dual code with the adjoint operator
of TR is given. The problem to develop more this idea in the case of Hermitian dual codes and the Galois
dual codes is good. Also, to determine explicitly the generator polynomial of a right polycyclic code such
as in cyclic and constacyclic cases. It is a very important problem to develop studies on the duality of these
codes. When the order of the minimal polynomial of TR is coprime with the alphabet size, a lower bound
on the minimum distance of the right polycyclic codes such as BCH-like and Hartmann–Tzeng-like are
proved. However, the contrary case still not solved. Also, the problem on similar bounds for the polycyclic
codes over the finite rings is also proposed. Finally, the study of the linear codes that are invariant by a
cyclic operator or by an arbitrary operator (not necessary cyclic) is an important field to develop the main
idea of this paper.
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