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Abstract. In this paper, we consider a one-dimensional weakly degenerate wave equation with a dynamic
nonlocal boundary feedback of fractional type acting at a degenerate point. First We show well-posedness
by using the semigroup theory. Next, we show that our system is not uniformly stable by spectral analysis.
Hence, we look for a polynomial decay rate for a smooth initial data by using a result due Borichev and
Tomilov which reduces the problem of estimating the rate of energy decay to finding a growth bound for
the resolvent of the generator associated with the semigroup. This analysis proves that the degeneracy
affect the energy decay rates.

1. Introduction

In this paper, we are concerned with the dynamic boundary stabilization of fractional type for degenerate
wave equation of the form

utt(x, t) − (xαux(x, t))x = 0 in (0, 1) × (0,+∞),
−mutt(0, t) + (xαux)(0, t) = %∂τ,ηt u(0, t) in (0,+∞),
u(1, t) = 0 in (0,+∞),
u(x, 0) = u0(x),ut(x, 0) = u1(x) on (0, 1),

(P)

where (x, t) ∈ (0, 1)×(0,+∞), α ∈ [0, 1),m > 0 and % > 0. The notation ∂τ,ηt stands for the generalized Caputo’s
fractional derivative of order τ, (0 < τ ≤ 1), with respect to the time variable (see [11]). It is defined as
follows

∂τ,ηt w(t) =


wt(t) for τ = 1, η ≥ 0,

1
Γ(1 − τ)

∫ t

0
(t − s)−τe−η(t−s) dw

ds
(s) ds, for 0 < τ < 1, η ≥ 0.

The problem (P) describes the motion of a pinched vibration cable with tip mass m > 0 (see [21] and
[15]). The situations where the coefficients are variables arise in engineering problems that generally use
non-homogeneous materials such as smart materials.
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The bibliography of works concerning the stabilization of nondegenerate non-homogeneous wave
equation with different types of dampings is truly long (see e.g. [9], [12] and the references therein).
D’Andrea-Novel and al. in [12] studied the wave equation with one feedback depending only on the
boundary velocities and the boundary displacement i.e, they considered the following problem

utt(x, t) − (d(x)ux)x = 0, 0 < x < 1, t > 0,
(dux)(0, t) = 0, t > 0
(dux)(1, t) = −ku(1, t) − ut(1, t), t > 0 k > 0,

where d(x) = d1x + d0. They have established aymptotics stabilization.
Let us mention here that the case α = 0 and τ = 1 in (P) corresponds to a classical boundary damping

and it has been extensively studied by many authors (see, for instance, [18], [14], and references therein). It
has been proved, in particular that solutions exist globally with an optimal decay rate that is E(t) ∼ c/t by
using Riesz basis property of the generalized eigenvector of the system.

Recently in [6], Benaissa and Benkhedda considered the stabilization for the following wave equation
with dynamic boundary feedback of fractional derivative type (CF):

utt(x, t) − uxx(x, t) = 0 in (0, 1) × (0,+∞)
u(0, t) = 0 in (0,+∞)
mutt(1, t) + ux(1, t) = −%∂τ,ηt u(1, t) in (0,+∞)
u(x, 0) = u0(x), ut(x, 0) = u1(x) in (0, 1)

(PF)

They proved that the decay of the energy is not exponential but polynomial that is E(t) ≤ C1/t(2−τ).
Very recently in [10], Cheheb and al. considered the stabilization for the following wave equation with

a general dynamic boundary feedback of diffusive type (CF):

utt(x, t) − uxx(x, t) = 0 in (0, 1) × (0,+∞),
u(0, t) = 0 in (0,+∞),

mutt(1, t) + ux(1, t) = −ζ

∫ +∞

−∞

ν(ξ)ϕ(ξ, t) dξ in (0,+∞),

∂tϕ(ξ, t) + (ξ2 + η)ϕ(ξ, t) − ut(1, t)ν(ξ) = 0 in (−∞,∞) × (0,+∞),
u(x, 0) = u0(x), ut(x, 0) = u1(x) in (0, 1),
ϕ(ξ, 0) = ϕ0 in (−∞,∞).

(P)

They proved that the decay of the energy is not exponential. Moreover, they obtained a precise and optimal
energy decay estimate for a general feedback of diffusive type, from which the usual feedback of fractional
derivative type is a special case.

Very recently in [5], Benaissa and Aichi studied the degenerate wave equation of the type

utt(x, t) − (d(x)ux(x, t))x = 0 in (0, 1) × (0,+∞), (1)

where the coefficient d is a positive function on ]0, 1] but vanishes at zero. The degeneracy of (1) at x = 0 is
measured by the parameter µd defined by

µd = sup
0<x≤1

x|d′(x)|
d(x)

(2)

and the initial conditions are

u(x, 0) = u0(x),ut(x, 0) = u1(x), (3)

followed by the boundary conditions
{

u(0, t) = 0 if 0 ≤ µd < 1
(dux)(0, t) = 0 if 1 ≤ µd < 2 in (0,+∞),

ux(1, t) + %∂τ,ηt u(1, t) + βu(1, t) = 0 in (0,+∞).
(P1)
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They proved an optimal polynomial decay rate. It is proved that the presence of feedback of fractional time
derivative type and located at a nondegenerate point x = 1 has no effect on the stabilisation results in [5].

Very recently, Zerkouk and al. [24] extended the result of Mbodje [20] to the case of degenerate
polynomial coefficient and boundary control of diffusive type acting on degenerate point as in this paper
(with m = 0) and established a precise decay estimate by adopting the resolvent estimate method.

Here we want to focus on the following remarks:

• The method based on the theory of Riesz basis property of the generalized eigenvector of the system
does not seem to be work in the presence of a fractional feedback.

• The frequency method based on multiplier techniques used in [5] and the enegy method based on
multiplier techniques used in [16] do not seem to be work in the case of a feedback located at a
degenerate point x = 0.

In this work, we explain the influence of the relation between the tip mass term, the degenerate coefficient
and the fractional feedback on decay estimates. We prove a sharp polynomial decay rate depending on
parameters α, τ. To the best of our knowledge, there is no result concerning the stabilization of a degenerate
wave equation with the presence of a dynamic fractional feedback acting on the degenerate boundary.

This paper is organized as follows. In section 2, we give preliminaries results and we reformulate the
system (P) into an augmented system by coupling the degenerate wave equation with a suitable diffusion
equation and we show the well-posedness of our problem by semigroup theory. In section 3, we prove lack
of exponential stability by spectral analysis and by using Bessel functions. In the last section, we prove
an optimal decay rate. Our approach is based on a result due to Borichev and Tomilov, which reduces the
problem of estimating the rate of energy decay to finding a growth bound for the resolvent of the semigroup
generator using an explicit representation of the resolvent by the help of Bessel functions.

2. Preliminary results

Now, we introduce the following weighted Sobolev spaces:

H1
0,α(0, 1) =

{
u is locally absolutely continuous in (0, 1] : xα/2ux ∈ L2(0, 1)/ u(1) = 0

}
,

H1
α(0, 1) =

{
u is locally absolutely continuous in (0, 1] : xα/2ux ∈ L2(0, 1)

}
.

We remark that H1
α(0, 1) is a Hilbert space with the scalar product

(u, v)H1
α(0,1) =

∫ 1

0
(uv + xαu′(x)v′(x)) dx, ∀u, v ∈ H1

α(0, 1).

Let us also set

|u|H1
0,α(0,1) =

(∫ 1

0
xα|u′(x)|2 dx

)1/2

∀u ∈ H1
α(0, 1).

Actually, | · |H1
0,α(0,1) is an equivalent norm on the closed subspace H1

0,α(0, 1) to the norm of H1
α(0, 1). This fact

is a simple consequence of the following version of Poincaré’s inequality.

Proposition 2.1. There is a positive constant C∗ = C(α) such that

‖u‖L2(Ω) ≤ C∗|u|H1
0,α(0,1) ∀u ∈ H1

0,α(0, 1). (4)

Proof. Let u ∈ H1
0,α(0, 1). For any x ∈]0, 1] we have that

|u(x)| =

∣∣∣∣∣∣
∫ 1

x
u′(s) ds

∣∣∣∣∣∣ ≤ |u|H1
0,α(0,1)

{∫ 1

0

1
xα

dx
}1/2

.
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Therefore ∫ 1

0
|u(x)|2 dx ≤

1
1 − α

|u|2H1
0,α(0,1).

Next, we define

H2
α(0, 1) = {u ∈ H1

α(0, 1) : xαu′ ∈ H1(0, 1)},

where H1(0, 1) denotes the classical Sobolev space.
Now we reformulate (P) into an augmented system. For that, we need the following proposition.

Remark 2.2. Notice that if u ∈ H2
α(0, 1), α ∈ [1, 2),we have (xαux)(0) ≡ 0. Indeed, if xαux(x)→ L when x→ 0, then

xα|ux(x)|2 ∼ L/xα and therefore L = 0 otherwise u < H1
α(0, 1).

Proposition 2.3 (see [20]). Let ν be the function:

ν(ξ) = |ξ|(2τ−1)/2, −∞ < ξ < +∞, 0 < τ < 1. (5)

Then the relationship between the ‘input’ U and the ‘output’ O of the system

∂tϕ(ξ, t) + (ξ2 + η)ϕ(ξ, t) −U(t)ν(ξ) = 0, −∞ < ξ < +∞, η ≥ 0, t > 0, (6)

ϕ(ξ, 0) = 0, (7)

O(t) = (π)−1 sin(τπ)
∫ +∞

−∞

ν(ξ)ϕ(ξ, t) dξ (8)

is given by

O = I1−τ,ηU. (9)

where

[Iτ,η f ](t) =
1

Γ(τ)

∫ t

0
(t − s)τ−1e−η(t−s) f (s) ds.

Lemma 2.4 (see [1]). If λ ∈ Dη = IC\] −∞,−η] then

F(λ) =

∫ +∞

−∞

ν2(ξ)
λ + η + ξ2 dξ =

π
sin τπ

(λ + η)τ−1.

Using now Proposition 2.3 and relation (9), system (P) may be recast into the following augmented system

utt(x, t) − (xαux(x, t))x = 0,
ϕt(ξ, t) + (ξ2 + η)ϕ(ξ, t) − ut(0, t)ν(ξ) = 0, −∞ < ξ < +∞, t > 0,

−mutt(0, t) + (xαux)(0, t) = ζ

∫ +∞

−∞

ν(ξ)ϕ(ξ, t) dξ,

u(1, t) = 0,
u(x, 0) = u0(x),ut(x, 0) = u1(x),

(P′)

where ζ = %(π)−1 sin(τπ). Thus, we shall consider problem (P′) instead of (P).
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3. Well-posedness

In this section, we will use the semigroup approach to study the well-posedness of system (P′). To
define the semigroup associated with (P′), we consider the right-end boundary condition

ut(0, t) = θ(t), t > 0,

where θ solve the equation

−mθt(t) + (xαux)(0, t) − ζ
∫ +∞

−∞

ν(ξ)ϕ(ξ, t) dξ = 0. (10)

with the initial condition

θ(0) = u1(0) = θ0. (11)

Considering U := (u,ut, ϕ, θ)T and U0 = (u0,u1, 0, θ0)T, system (P′) can be written in the following abstract
framework

∂tU = PU, U(0) = U0, (12)

where the operator P is given by

P


u
v
ϕ
θ

 =


v

(xαux)x
−(ξ2 + η)ϕ + v(0)ν(ξ)

1
m

(xαux)(0) −
ζ
m

∫ +∞

−∞

ν(ξ)ϕ(ξ) dξ

 . (13)

This operator will be defined in an appropriate subspace of the Hilbert space

H = H1
0,α(0, 1) × L2(0, 1) × L2(−∞,+∞) × IC,

endowed with the inner product

〈
u
v
ϕ
θ

 ,

ũ
ṽ
ϕ̃
θ̃


〉
H

=

∫ 1

0
xαuxũxdx +

∫ 1

0
vṽdx + ζ

∫ +∞

−∞

ϕϕ̃ dξ + mθθ̃.

We choose the domain for the operator P as

D(P) =


(u, v, ϕ, θ) inH : u ∈ H2

α(0, 1) ∩H1
0,α(0, 1), v ∈ H1

0,α(0, 1), θ ∈ IC,
−(ξ2 + η)ϕ + v(0)ν(ξ) ∈ L2(−∞,+∞), v(0) = θ,
|ξ|ϕ ∈ L2(−∞,+∞)

 . (14)

Our main result is giving by the following theorem.

Theorem 3.1. The operator P defined by (13) and (14), generates a C0-semigroup of con- tractions etP in the Hilbert
spaceH .

Proof. To prove this result we shall use the Lumer-Phillips theorem. Since for every U = (u, v, ϕ, θ) ∈ D(P)
we have

<〈PU,U〉H = −ζ

∫ +∞

−∞

(ξ2 + η)|ϕ(ξ)|2 dξ. (15)
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then the operator P is dissipative.
Let λ > 0. we prove that the operator (λI − P) is a surjection. Let F = ( f1, f2, f3, f4) ∈ H , the vector

U = (u, v, ϕ, θ) ∈ D(P) is a solution of the system λI − PU = F if its components satisfy
λu − v = f1,
λv − (xαux)x = f2,
λϕ + (ξ2 + η)ϕ − v(0)ν(ξ) = f3.

λθ − 1
m (xαux)(0) + ζ

m

∫ +∞

−∞

ν(ξ)ϕ(ξ) dξ = f4.

(16)

Suppose u is found with the appropriate regularity. Then, (16)1 and (16)3 yield

v = λu − f1 ∈ H1
0,α(0, 1), (17)

ϕ(ξ) =
f3(ξ)

ξ2 + η + λ
+
λu(0)ν(ξ)
ξ2 + η + λ

−
f1(0)ν(ξ)
ξ2 + η + λ

. (18)

By using (16) and (17) it can easily be shown that u satisfies

λ2u − (xαux)x = f2 + λ f1. (19)

Solving equation (19) is equivalent to finding u ∈ H2
α(0, 1) ∩H1

0,α(0, 1) such that∫ 1

0
(λ2uw − (xαux)xw) dx =

∫ 1

0
( f2 + λ f1)w dx, (20)

for all w ∈ H1
0,α(0, 1). By using (20), the boundary condition (16)4, the fact that θ = v(0) and (18), the function

u satisfying the following equation
∫ 1

0
(λ2uw + xαuxwx) dx + λ(mλ + ζ̃)u(0)w(0)

=

∫ 1

0
( f2 + λ f1)w dx − ζ

∫ +∞

−∞

ν(ξ)
ξ2 + η + λ

f3(ξ) dξw(0) + (mλ + ζ̃) f1(0)w(0) −m f4w(0).
(21)

where ζ̃ = ζ

∫ +∞

−∞

ν2(ξ)
ξ2 + η + λ

dξ. Problem (21) is of the form

B(u,w) = L(w), ∀w ∈ H1
0,α(0, 1), (22)

where B : [H1
0,α(0, 1) ×H1

0,α(0, 1)]→ IC is the the sesquilinear form defined by

B(u,w) =

∫ 1

0
(λ2uw + xαuxwx) dx + λ(mλ + ζ̃)u(0) w(0)

and L : H1
0,α(0, 1)→ IC is the antilinear form given by

L(w) =

∫ 1

0
( f2 + λ f1)w dx − ζ

∫ +∞

−∞

ν(ξ)
ξ2 + η + λ

f3(ξ) dξw(0) + (mλ + ζ̃) f1(0)w(0) −m f4w(0).

It is easy to verify thatB is continuous and coercive, andL is continuous. Therefore, using the Lax-Milgram
Theorem, we conclude that (22) has a unique solution u ∈ H1

0,α(0, 1). By classical regularity arguments, we
conclude that the solution u of (22) belongs into H2

α(0, 1). Therefore, the operator λI−P is surjective for any
λ > 0.

�

As a consequence of Theorem 3.1, the system (P′) is well-posed in the energy spaceH and we have the
following proposition.
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Proposition 3.2. For (u0,u1, 0, θ0) ∈ H , the problem (P′) admits a unique weak solution

(u,ut, ϕ, θ) ∈ C0(IR+,H).

and for (u0,u1, 0, θ0) ∈ D(P), the problem (P′) admits a unique strong solution

(u,ut, ϕ, θ) ∈ C0(IR+,D(P)) ∩ C1(IR+,H).

Moreover, from the density D(P) inH the energy of (u(t), ϕ(t)) at time t ≥ 0 by

E(t) =
1
2

∫ 1

0
(|ut|

2 + xα|ux|
2)dx +

m
2
|ut(0, t)|2 +

ζ
2

∫ +∞

−∞

|ϕ(ξ, t)|2 dξ (23)

decays as follow

E′(t) = −ζ

∫ +∞

−∞

(ξ2 + η)|ϕ(ξ, t)|2 dξ ≤ 0. (24)

Proof of Proposition 3.2. Noting that the regularity of the solution of the problem (P′) is consequence of
the semigroup properties. We have just to prove (24).

Multiplying the first equation in (P′) by ut, integrating over (0, 1) and using integration by parts, we get∫ 1

0
utt(x, t)utdx −

∫ 1

0
(xαux(x, t))xutdx = 0.

Then
d
dt

(
1
2

∫ 1

0
|ut(x, t)|2dx

)
+

1
2

d
dt

∫ 1

0
xα|ux(x, t)|2 dx −<

[
(xαux)(x, t)ut

]1

0
= 0.

Then

1
2

d
dt

∫ 1

0

(
|ut(x, t)|2 + xα|ux(x, t)|2

)
dx +

m
2
|ut(0, t)|2 + ζ<ut(0, t)

∫ +∞

−∞

ν(ξ)ϕ(ξ, t) dξ = 0. (25)

Multiplying the second equation in (P′) by ζϕ and integrating over (−∞,+∞), to obtain:

ζ

∫ +∞

−∞

ϕt(ξ, t)ϕ(ξ, t)dξ + ζ

∫ +∞

−∞

(ξ2 + η)|ϕ(ξ, t)|2dξ − ζut(0, t)
∫ +∞

−∞

ν(ξ)ϕ(ξ, t)dξ = 0.

Hence

ζ
2

d
dt

∫ +∞

−∞

|ϕ(ξ, t)|2dξ + ζ

∫ +∞

−∞

(ξ2 + η)|ϕ(ξ, t)|2dξ − ζ<ut(0, t)
∫ +∞

−∞

ν(ξ)ϕ(ξ, t)dξ = 0. (26)

From (23), (25) and (26) we get

E′(t) = −ζ

∫ +∞

−∞

(ξ2 + η)|ϕ(ξ, t)|2 dξ ≤ 0.

This completes the proof of the lemma.

Remark 3.3. • We can easily extend the global existence result for a general function d(x) instead of xα with
0 < µd < 1 (see (2)).
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• In the case τ = 1, we take %ut(0, t) instead of %∂τ,ηt u(0, t). We do not need to introduce a diffusive representation
technique to bring the problem back into the semigroup theory. Indeed the operator P takes the form

P̃

u
v
θ

 =


v

(xαux)x
1
m

(xαux)(0) −
%

m
θ

 . (27)

with domain

D(P̃) =

{
(u, v, θ) inH : u ∈ H2

α(0, 1) ∩H1
0,α(0, 1), v ∈ H1

0,α(0, 1), θ ∈ IC,
v(0) = θ,

}
. (28)

where
H = H1

0,α(0, 1) × L2(0, 1) × IC,

with the inner product 〈u
v
θ

 ,
ũ
ṽ
θ̃


〉
H

=

∫ 1

0
xαuxũxdx +

∫ 1

0
vṽdx + mθθ̃.

The well-posedness result follows exactly as in the case 0 < τ < 1. Moreover, the energy function is defined as

Ẽ(t) =
1
2

∫ 1

0
(|ut|

2 + xα|ux|
2)dx +

m
2
|u(0, t)|2 (29)

and decays as follows
Ẽ′(t) = −%|ut(0, t)|2 ≤ 0.

�

4. Strong stability and lack of exponential stability

4.1. Strong Stability

We need the following Theorem to prove strong stability of solutions.

Theorem 4.1 ([3]). Let P be the generator of a uniformly bounded C0-semigroup {S(t)}t≥0 on a Hilbert space X. If:

(i) P does not have eigenvalues on iIR.

(ii) The intersection of the spectrum σ(P) with iIR is at most a countable set,

then the semigroup {S(t)}t≥0 is asymptotically stable, i.e, ‖S(t)z‖X → 0 as t→∞ for any z ∈ X.

Our main result is the following theorem:

Theorem 4.2. The C0-semigroup etP is strongly stable inH ; i.e., for all U0 ∈ H , the solution of (12) satisfies

lim
t→∞
‖etPU0‖H = 0.

For the proof of Theorem 4.2, we need the following two lemmas.

Lemma 4.3. P does not have eigenvalues on iIR.
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Proof.
We make a distinction between iλ = 0 and iλ , 0.
Step 1. Solving for PU = 0 leads to the system

v = 0,
(xαux)x = 0,
(ξ2 + η)ϕ − v(0)ν(ξ) = 0.

−
1
m (xαux)(0) + ζ

m

∫ +∞

−∞

ν(ξ)ϕ(ξ) dξ = 0.

(30)

Then v = 0, ϕ = 0, (xαux)(0) = 0 and
(xαux)(x) = c.

As (xαux)(0) = 0, we have (xαux)(x) = 0. Hence

ux(x) = 0 for x ∈ (0, 1).

As u(1) = 0, then u = 0. we have U = 0. Hence, iλ = 0 is not an eigenvalue of P.

Step 2. Let λ ∈ IR − {0}. We prove that iλ is not an eigenvalue of P by proving that the unique solution
U ∈ D(P) of the equation

PU = iλU (31)

is U = 0. Let U = (u, v, ϕ, θ)T. The equation (31) means that
iλu − v = 0,
iλv − (xαux)x = 0,
iλϕ + (ξ2 + η)ϕ − v(0)ν(ξ) = 0.

iλθ − 1
m (xαux)(0) + ζ

m

∫ +∞

−∞

ν(ξ)ϕ(ξ) dξ = 0.

(32)

Using (15) and (31), we find

ϕ ≡ 0, (33)

then, using the third equation in (32), we deduce that

v(0) = 0. (34)

Therefore, from the first and last equation in (32), we find

u(0) = 0 and (xαux)(0) = 0. (35)

Thus, by eliminating v, the system (32) implies that
λ2u + (xαux)x = 0 on (0, 1),
u(0) = u(1) = 0,
(xαux)(0) = 0.

(36)

The solution of the equation (36) is given by

u(x) = C1Φ+(x) + C2Φ−(x),

where Φ+ and Φ− are defined by

Φ+(x) = x
1−α

2 Jνα
( 2

2 − α
λx

2−α
2

)
, Φ−(x) = x

1−α
2 J−να

( 2
2 − α

λx
2−α

2

)
. (37)
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From boundary conditions (36)2 and (36)3, we deduce that

u ≡ 0.

Therefore U = 0. Consequently, P does not have purely imaginary eigenvalues.

Lemma 4.4.
If λ , 0, the operator iλI − P is surjective.
If λ = 0 and η , 0, the operator iλI − P is surjective.

Proof.
Case 1: λ , 0. Let F = ( f1, f2, f3, f4)T

∈ H be given, and let U = (u, v, ϕ, θ)T
∈ D(P) be such that

(iλI − P)U = F. (38)

Equivalently, we have
iλu − v = f1,
iλv − (xαux)x = f2,
iλϕ + (ξ2 + η)ϕ − v(0)ν(ξ) = f3.

iλθ − 1
m (xαux)(0) + ζ

m

∫ +∞

−∞

ν(ξ)ϕ(ξ) dξ = f4

(39)

with boundary conditions. Then we deduce from these equations a weak formulation (similar computation
as in Theorem 3.1):

B(u,w) = l(w), ∀w ∈ H1
0,α(0, 1), (40)

where
B(u,w) = B1(u,w) +B2(u,w)

with 
B1(u,w) =

∫ 1

0
xαuxwx dx + iλ%(iλ + η)τ−1u(0)w(0),

B2(u,w) = −

∫ 1

0
λ2uw dx −mλ2u(0)w(0),

(∗)

and

l(w) =

∫ 1

0
( f2 + iλ f1)w dx − ζ

∫ +∞

−∞

ν(ξ)
ξ2 + η + iλ

f3(ξ) dξw(0) + (miλ + %(iλ + η)τ−1) f1(0)w(0) −m f4w(0).

Let (H1
0,α(0, 1))′ be the dual space of H1

0,α(0, 1). Let us define the following operators

B : H1
0,α(0, 1)→ (H1

0,α(0, 1))′

u 7→ Bu
Bi : H1

0,α(0, 1)→ (H1
0,α(0, 1))′ i ∈ {1, 2}

u 7→ Biu
(∗∗)

such that
(Bu)w = B(u,w), ∀w ∈ H1

0,α(0, 1),
(Biu)w = Bi(u,w), ∀w ∈ H1

0,α(0, 1), i ∈ {1, 2}. (∗ ∗ ∗)

We need to prove that the operator B is an isomorphism. For this aim, we divide the proof into three steps:
Step 1. In this step, we want to prove that the operator B1 is an isomorphism. For this aim, it is easy to see
that B1 is sesquilinear, continuous form on H1

0,α(0, 1). Furthermore

<B1(u,u) = ‖xα/2ux‖
2
2 + %λ<

(
i(iλ + η)τ−1

)
|u(0)|2

≥ ‖xα/2ux‖
2
2,
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where we have used the fact that

%λ<
(
i(iλ + η)τ−1

)
= ζλ2

∫ +∞

−∞

ν(ξ)2

λ2 + (η + ξ2)2 dξ > 0.

Thus B1 is coercive. Then, from (∗∗) and Lax-Milgram theorem, the operator B1 is an isomorphism.
Step 2. In this step, we want to prove that the operator B2 is compact. For this aim, from (∗) and (∗ ∗ ∗), we
have

|B2(u,w)| ≤ c‖u‖L2(0,1)‖w‖L2(0,1) + c′|u|H1
0,α(0,1)|w|H1

0,α(0,1),

and consequently, using the compact embedding from H1
0,α(0, 1) to L2(0, 1) we deduce that B2 is a compact

operator. Therefore, from the above steps, we obtain that the operator B = B1 + B2 is a Fredholm operator
of index zero. Now, following Fredholm alternative, we still need to prove that the operator B is injective
to obtain that the operator B is an isomorphism.
Step 3. Let u ∈ ker(B), then

B(u,w) = 0 ∀w ∈ H1
0,α(0, 1). (41)

In particular for w = u, it follows that

λ2
‖u‖2L2(0,1) + mλ2

|u(0)|2 − i%λ(iλ + η)τ−1
|u(0)|2 = ‖xα/2ux‖

2
L2(0,1).

Hence, we have

u(0) = 0. (42)

From (41), we obtain

(xα/2ux)(0) = 0 (43)

and then
−λ2u − (xαux)x = 0,
u(0) = (xα/2ux)(0) = 0,
u(1) = 0.

(44)

Then, according to Lemma 4.3, we deduce that u = 0 and consequently Ker(B) = {0}. Finally, from Step 3
and Fredholm alternative, we deduce that the operator B is isomorphism. It is easy to see that the operator l
is a antilinear and continuous form on H1

0,α(0, 1). Consequently, (40) admits a unique solution u ∈ H1
0,α(0, 1).

By using the classical elliptic regularity, we deduce that U ∈ D(P) is a unique solution of (38). Hence iλ−P
is surjective for all λ ∈ IR∗.

Case 2: λ = 0 and η , 0. Using Lax-Milgram Lemma, we obtain the result.
Taking account of Lemmas 4.3, 4.4 and from Theorem 4.1 The C0-semigroup etP is strongly stable inH .

�

4.2. Lack of exponential stability
This section will be devoted to the study of the lack of exponential decay of solutions associated with

the system (12). In order to state and prove our stability results, we need some lemmas.

Theorem 4.5 ([23]). Let S(t) be a C0-semigroup of contractions on Hilbert space X with generator P. Then S(t) is
exponentially stable if and only if

ρ(P) ⊇ {iβ : β ∈ IR} ≡ iIR

and
lim
|β|→∞
‖(iβI − P)−1

‖L(X) < ∞.
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Our main result is the following.

Theorem 4.6. The semigroup generated by the operator P is not exponentially stable.

Proof. We will examine two cases.
•Case 1 η = 0: We shall show that iλ = 0 is not in the resolvent set of the operator P. Indeed, noting that
F = (sin(x − 1), 0, 0, 0)T

∈ H , and suppose that there exists U = (u, v, ϕ, θ)T
∈ D(P) such that −PU = F. We

get ϕ(ξ) = |ξ|
2τ−5

2 sin 1. But, then ϕ < L2(−∞,+∞), since τ ∈]0, 1[. So (u, v, ϕ, θ)T < D(P) and the operator P
is not invertible.
• Case 2 η , 0:

We aim to show that an infinite number of eigenvalues ofP approach the imaginary axis which prevents
the system (P) from being exponentially stable. Indeed we first compute the characteristic equation that
gives the eigenvalues of P. Let λ be an eigenvalue of P with associated eigenvector U = (u, v, ϕ, θ)T. Then
PU = λU is equivalent to

λu − v = 0,
λv − (xαux)x = 0,
λϕ + (ξ2 + η)ϕ − v(0)ν(ξ) = 0,

λθ − 1
m (xαux)(0) + ζ

m

∫ +∞

−∞

ν(ξ)ϕ(ξ) dξ = 0.

(45)

It is well-known that Bessel functions play an important role in this type of problem. From (45)1 − (45)2 for
such λ, we find

λ2u − (xαux)x = 0. (46)

Using the boundary conditions and (45)3, we deduce that
λ2u − (xαux)x = 0,
(xαux)(0) − (mλ2 + %λ(λ + η)τ−1)u(0) = 0,
u(1) = 0.

(47)

Assume that u is a solution of (47) associated to eigenvalue −λ2, then one easily checks that the function

u(x) = x
1−α

2 Ψ
( 2

2 − α
iλx

2−α
2

)
is a solution of the following problem:

y2Ψ′′(y) + yΨ′(y) + (y2
− (
α − 1
2 − α

)2)Ψ(y) = 0. (48)

We have

u(x) = c+Φ+ + c−Φ−, (49)

where Φ+ and Φ− are defined by

Φ+(x) := x
1−α

2 Jνα
( 2

2 − α
iλx

2−α
2

)
and

Φ−(x) := x
1−α

2 J−να
( 2

2 − α
iλx

2−α
2

)
,

where

Jν(y) =

∞∑
m=0

(−1)m

m!Γ(m + ν + 1)

( y
2

)2m+ν

=

∞∑
m=0

c+
ν,my2m+ν, (50)
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J−ν(y) =

∞∑
m=0

(−1)m

m!Γ(m − ν + 1)

( y
2

)2m−ν
=

∞∑
m=0

c−ν,my2m−ν (51)

να =
1 − α
2 − α

and Jνα and J−να are Bessel functions of the first kind of order να and −να. As να < IN, so Jνα and J−να
are linearly independent and therefore the pair (Jνα , J−να ) (classical result) forms a fundamental system of
solutions (48).

Then, using the series expansion of Jντ and J−ντ , one obtains

Φ+(x) =

∞∑
m=0

c̃+
να,mx1−α+(2−α)m, Φ−(x) =

∞∑
m=0

c̃−να,mx(2−α)m,

with

c̃+
να,m = c+

να,m

( 2
2 − α

iλ
)2m+να

, c̃−να,m = c−να,m
( 2

2 − α
iλ

)2m−να
.

Next one easily verifies that Φ+,Φ− ∈ H1
α(0, 1): indeed,

Φ+(x) ∼0 c̃+
να,0

x1−α, xα/2Φ′+(x) ∼0 (1 − α)c̃+
να,0

x−α/2,
Φ−(x) ∼0 c̃−να,0, xα/2Φ′−(x) ∼0 (2 − α)c̃−να,0x1−α/2,

where we have used the following relation

xJ′µ(x) = µJµ(x) − xJµ+1(x). (52)

Hence, given c+ and c−,u(x) = c+Φ+(x) + c−Φ−(x) ∈ H1
α(0, 1) with the following boundary conditions{

(xαux)(0) − (mλ2 + %λ(λ + η)τ−1)u(0) = 0,
u(1) = 0.

Then

M(λ)C(λ) =

(1 − α)c̃+
να,0

−(mλ2 + %λ(λ + η)τ−1)c̃−να,0
Jνα

(
2

2−α iλ
)

J−να
(

2
2−α iλ

)  (c+

c−

)
=

(
0
0

)
. (53)

Hence, a non-trivial solution u exists if and only if the determinant of M(λ) vanishes. Set f (λ) = det M(λ).
Thus the characteristic equation is f (λ) = 0.

Our purpose in the sequel is to prove, thanks to Rouché’s Theorem, that there is a subsequence of
eigenvalues for which their real part tends to 0.

Since P is dissipative, we study the asymptotic behavior of the large eigenvalues λ of P in the strip
−τ0 ≤ <(λ) ≤ 0, for some τ0 > 0 large enough and for such λ, we remark that Φ+,Φ− remains bounded.

Lemma 4.7. There exists N ∈ IN sufficiently large and a sequence (λk)k∈Z∗,|k|≥N of simple roots of det M (that are also
simple eigenvalues of P) and satisfying the following asymptotic behavior:

λk = −
2 − α

2
i
(
k +

να
2

+
3
4

)
π − i

1 − α
m

( 2
2 − α

) c+
να,0

c−να,0

sin ναπ
(kπ)2−2να

+i
1 − α

m

( 2
2 − α

) c+
να,0

c−να,0

(2 − 2να)( να2 + 3
4 )

π2−2ναk3−2να
sin ναπ

−

(1 − α
m

)2
c+
να,0

c−να,0

2
8

(2 − α)3

sin να cos να
(πk)4−4να

i

−i
( 2

2 − α

)3−τ %(1 − α)
m2

c+
να,0

c−να,0

sin ναπ sin(1 − τ)π2
π4−τ−2να

1
k4−τ−2να

−

( 2
2 − α

)3−τ %(1 − α)
m2

c+
να,0

c−να,0

sin ναπ cos(1 − τ)π2
π4−τ−2να

1
k4−τ−2να

+ o
( 1

kω

)
(54)
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λk = λ−k if k ≤ −N,

where ω = max{4 − τ − 2να, 4 − 4να}. Moreover for all |k| ≥ N, the eigenvalues λk are simple.

Proof. We look at the roots of f (λ). From (53), we have

f (λ) = (1 − α)c̃+
να,0 J−να

( 2
2 − α

iλ
)

+ (mλ2 + %λ(λ + η)τ−1))c̃−να,0 Jνα
( 2

2 − α
iλ

)
= 0.

We will use the following classical asymptotic development (see [17] p. 122, (5.11.6)): for all δ > 0, the
following development holds when |ar1z| ≤ π − δ:

Jµ(z) =
( 2
πz

)1/2

cos
(
z − µ

π
2
−
π
4

) (
1 + O(

1
|z|2

)
)
−

( 2
πz

)1/2

sin
(
z − µ

π
2
−
π
4

)
O

(
1
|z|2

)
. (55)

We divide the proof into five steps:
Step 1. First, using the asymptotic expansion, we get

1
(λ + η)1−τ =

1
λ1−τ (1 + O(λ−1)) (56)

Next, using (55) and (56), we get

f (λ) = m
( 2
πz̃

)1/2

λ2−ναc−να,0
( 2

2 − α
i
)−να e−i(z̃−να π2 −

π
4 )

2
f̃ (λ), (57)

where
z̃ =

2
2 − α

iλ

and

f̃ (λ) = (e2i(z̃−να π2 −
π
4 ) + 1) +

1 − α
m

c+
να,0

c−να,0

( 2
2 − α

i
)2να e2i(z̃− π4 ) + e−iναπ

λ2−2να

+
%

m
e2i(z̃−να π2 −

π
4 ) + 1

λ2−τ + O
( 1
λ2

)
= f0(λ) +

f1(λ)
λ2−2να +

f2(λ)
λ2−τ + O

(
1
λ2

)
,

(58)

where

f0(λ) = e2i(z̃−να π2 −
π
4 ) + 1, (59)

f1(λ) =
1 − α

m

c+
να,0

c−να,0

( 2
2 − α

i
)2να

(e2i(z̃− π4 ) + e−iναπ), (60)

f2(λ) =
%

m
(e2i(z̃−να π2 −

π
4 ) + 1). (61)

Note that f0, f1 and f2 remain bounded in the strip −τ0 ≤ <(λ) ≤ 0.
Step 2. We look at the roots of f0. From (59), f0 has one family of roots that we denote λ0

k .

f0(λ) = 0⇔ e2i(z̃−να π2 −
π
4 ) + 1 = 0

Hence
2i

( 2
2 − α

iλ − να
π
2
−
π
4

)
= i(2k + 1)π, k ∈ Z,
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i.e.,

λ0
k = −

2 − α
2

i
(
k +

να
2

+
3
4

)
π, k ∈ Z.

Now with the help of Rouché’s Theorem and the asymptotic Equation (58), we will show that the roots of
f̃ are close to those of f0. Let us start with the first family. Changing in (58) the unknown λ by u = 2iz then
(58) becomes

f̃ (u) = (eu + 1) + O
( 1

u$

)
= f0(u) + O

( 1
u$

)
,

where$ = max{2−2να, 2−τ}. The roots of f0 are uk = −
2 − α

2
i
(
k +

να
2

+
3
4

)
π, k ∈ Z, and setting u = uk+reit, t ∈

[0, 2π], we can easily check that there exists a constant C > 0 independent of k such that |eu + 1| ≥ Cr for r
small enough. This allows to apply Rouché’s Theorem. Consequently, there exists a subsequence of roots
of f̃ which tends to the roots uk of f0. Equivalently, it means that there exists N ∈ IN and a subsequence

{λk}|k|≥N of roots of f (λ), such that λk = λ0
k +o(1) which tends to the roots −

2 − α
2

i
(
k +

να
2

+
3
4

)
π of f0. Finally

for |k| ≥ N, λk is simple since λ0
k is.

Step 3. From Step 2, we can write

λk = −
2 − α

2
i
(
k +

να
2

+
3
4

)
π + εk. (62)

Using (62), we get

e2i(( 2
2−α iλk)−να π2 −

π
4 ) = −e−

4
2−α εk

= −1 + 4
2−αεk + O(ε2

k).
(63)

Substituting (63) into (58), using that f̃ (λk) = 0, we get:

f̃ (λk) =
4

2 − α
εk +

1 − α
m

c+
να,0

c−να,0

( 2
2 − α

)2 2i sin ναπ
(kπ)2−2να

+ o(εk) + o
( 1

k2−2να

)
= 0 (64)

and hence

εk = −
1 − α

m

( 2
2 − α

) c+
να,0

c−να,0
i

sin ναπ
(kπ)2−2να

.

Step 4. From Step 3, we can write

λk = −
2 − α

2
i
(
k +

να
2

+
3
4

)
π − i

1 − α
m

( 2
2 − α

) c+
να,0

c−να,0

sin ναπ
(kπ)2−2να

+ εk. (65)

Using (62), we get

e2i(( 2
2−α iλk)−να π2 −

π
4 ) = −e−

4
2−α εk+

4c
2−α

1
k2−2να

= −1 + 4
2−αεk −

4c
2−α

1
k2−2να + O(ε2

k),
(66)

where

c =
1 − α

m

( 2
2 − α

) c+
να,0

c−να,0

sin ναπ
π2−2να

i.

Substituting (66) into (58), using that f̃ (λk) = 0, we get:

f̃ (λk) = 4
2−αεk − i

1 − α
m

(
8

(2 − α)2

) c+
να,0

c−να,0

(2 − 2να)( να2 + 3
4 )

π2−2ναk3−2να
sin ναπ

+o(εk) + o
(

1
k3−2να

)
= 0

(67)
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and hence

εk = i
1 − α

m

( 2
2 − α

) c+
να,0

c−να,0

(2 − 2να)( να2 + 3
4 )

π2−2ναk3−2να
sin ναπ.

Step 5. From Step 4, we can write

λk = −
2 − α

2
i
(
k +

να
2

+
3
4

)
π − i

1 − α
m

( 2
2 − α

) c+
να,0

c−να,0

sin ναπ
(kπ)2−2να

+i
1 − α

m

( 2
2 − α

) c+
να,0

c−να,0

(2 − 2να)( να2 + 3
4 )

π2−2ναk3−2να
sin ναπ + εk.

(68)

Using (62), we get

e2i(( 2
2−α iλk)−να π2 −

π
4 ) = −e−

4
2−α εk+

4c
2−α

1
k2−2να −

4c̃
2−α

1
k3−2να

= −1 + 4
2−αεk −

4c
2−α

1
k2−2να + 4c̃

2−α
1

k3−2να −
1
2 ( 4c

2−α )2 1
k4−4να + O(ε2

k),
(69)

where

c =
1 − α

m

( 2
2 − α

) c+
να,0

c−να,0

sin ναπ
π2−2να

i,

c̃ = i
1 − α

m

( 2
2 − α

) c+
να,0

c−να,0

(2 − 2να)( να2 + 3
4 )

π2−2ναk3−2να
sin ναπ.

Substituting (69) into (58), using that f̃ (λk) = 0, we get:

f̃ (λk) = 4
2−αεk −

4c
2−α

1
k2−2να + 4c̃

2−α
1

k3−2να

−
1
2 ( 4c

2−α )2 1
k4−4να − 2i

˜̃c
δ2−2να

sin ναπ
k2−2να

+2i(2 − 2να)( να2 + 3
4 )

˜̃c
δ2−2να

sin ναπ
k3−2να

−
˜̃cc
δ2−2να

4
2 − α

eiναπ

k4−4να
−
%

m
4

2 − α
c
δ2−τ

1
k4−τ−2να

+o(εk) + o
(

1
kω

)
= 4

2−αεk +
(1 − α

m

)2
c+
να,0

c−να,0

2
32

(2 − α)4

sin να cos να
(πk)4−4να

i −
%

m
4

2 − α
c
δ2−τ

1
k4−τ−2να

+o(εk) + o
(

1
kω

)
= 0,

(70)

where ω = max{4 − τ − 2να, 4 − 4να} and

δ = −
2 − α

2
iπ, ˜̃c =

1 − α
m

c+
να,0

c−να,0

( 2
2 − α

i
)2να

and hence

εk = −

(1 − α
m

)2
c+
να,0

c−να,0

2
8

(2 − α)3

sin να cos να
(πk)4−4να

i

−i
( 2

2 − α

)3−τ %(1 − α)
m2

c+
να,0

c−να,0

sin ναπ sin(1 − τ)π2
π4−τ−2να

1
k4−τ−2να

−

( 2
2 − α

)3−τ %(1 − α)
m2

c+
να,0

c−να,0

sin ναπ cos(1 − τ)π2
π4−τ−2να

1
k4−τ−2να

+ o
( 1

kω

)
.

As (54) shows that the eigenvalues λk of P approach the imaginary axis as k goes to infinity, clearly system
(12) is not uniformly stable. From (54), we have

|k|4−τ−2να<λk ≈ −

( 2
2 − α

)3−τ %(1 − α)
m2

c+
να,0

c−να,0

sin ναπ cos(1 − τ)π2
π4−τ−2να

.

The operator P has a non exponential decaying branche of eigenvalues. Thus the proof is complete.
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5. Polynomial Stability (for η , 0)

To state and prove our stability results, we need some results from semigroup theory.

Theorem 5.1 ([7]). Let S(t) be a bounded C0-semigroup on a Hilbert space X with generator P. If

iIR ⊂ ρ(P) and lim
|β|→∞

1
βl
‖(iβI − P)−1

‖L(X) < ∞

for some l, then there exist c such that
‖ePtU0‖

2
≤

c

t
2
l

‖U0‖
2
D(A).

Our main result is the following.

Theorem 5.2. The semigroup SP(t)t≥0 is polynomially stable and

E(t) = ‖SP(t)U0‖
2
H
≤

1

t
2

(4−τ−2να )

‖U0‖
2
D(P).

Proof. We will need to study the resolvent equation (iλ − P)U = F, for λ ∈ IR, namely
iλu − v = f1,
iλv − (xαux)x = f2,
iλϕ + (ξ2 + η)ϕ − v(0)ν(ξ) = f3.

iλθ − 1
m (xαux)(0) + ζ

m

∫ +∞

−∞

ν(ξ)ϕ(ξ) dξ = f4.

(71)

where F = ( f1, f2, f3, f4)T
∈ H . From (71)1 and (71)2, we have

λ2u + (xαux)x = −( f2 + iλ f1) (72)

with 
λ2u − (xαux)x = 0,
−(xαux)(0) + (−mλ2 + i%λ(iλ + η)τ−1)u(0)

= m f4 − ζ
∫ +∞

−∞

ν(ξ) f3(ξ)
iλ + η + ξ2 dξ + (miλ + %(iλ + η)τ−1) f1(0),

u(1) = 0.

(73)

Assume that Φ is a solution of (72), then one easily checks that the function Ψ defined by

Φ(x) = x
1−α

2 Ψ
( 2

2 − α
λx

2−α
2

)
(74)

is solution of the following inhomogeneous Bessel equation:

y2Ψ′′(y) + yΨ′(y) +

(
y2
−

(
α − 1
2 − α

)2)
Ψ(y) =

−( 2
2−α )2( 2−α

2
1
λ y)

3−α
2−α

(
f2

(
( 2−α

2
1
λ y)

2
2−α

)
+ iλ f1

(
( 2−α

2
1
λ y)

2
2−α

))
.

(75)

The general solution of (75) is easily seen to be

Ψ(y) = AJνα (y) + BJ−να (y) −
π

2 sin ναπ

∫ y

0

f (s)
s

(
Jνα (s)J−να (y) − Jνα (y)J−να (s)

)
ds,



F. Chouaou et al. / Filomat 35:10 (2021), 3219–3239 3236

where A and B are constants free to be determined later and

f (s) = −(
2

2 − α
)2(

2 − α
2

1
λ

s)
3−α
2−α

(
f2

(
(
2 − α

2
1
λ

s)
2

2−α

)
+ iλ f1

(
(
2 − α

2
1
λ

s)
2

2−α

))
.

Thus,
u(x) = Ax

1−α
2 Jνα

(
2

2−αλx
2−α

2

)
+ Bx

1−α
2 J−να

(
2

2−αλx
2−α

2

)
+

π
2 sin ναπ

( 2
2 − α

)
x

1−α
2

∫ x

0
s

1−α
2 ( f2(s) + iλ f1(s))

(
Jνα

( 2
2 − α

λs
2−α

2

)
J−να

( 2
2 − α

λx
2−α

2

)
−Jνα

(
2

2−αλx
2−α

2

)
J−να

(
2

2−αλs
2−α

2

))
ds.

Therefore,

u(x) = AΦ+(x) + BΦ−(x)

+
π

2 sin ναπ

( 2
2 − α

) ∫ x

0
( f2(s) + iλ f1(s))(Φ+(s)Φ−(x) −Φ+(x)Φ−(s)) ds, (76)

where Φ+ and Φ− are defined by

Φ+(x) = x
1−α

2 Jνα
( 2

2 − α
λx

2−α
2

)
, Φ−(x) = x

1−α
2 J−να

( 2
2 − α

λx
2−α

2

)
. (77)

We thus have

ux(x) = AΦ′+(x) + BΦ′
−

(x)

+
π

2 sin ναπ

( 2
2 − α

) ∫ x

0
( f2(s) + iλ f1(s))(Φ+(s)Φ′−(x) −Φ′+(x)Φ−(s)) ds. (78)

It remains to determine the constants A and B. Using (73)2, (78) and (76), we conclude that

(1 − α)c̃+
να,0

A − (−mλ2 + %iλ(iλ + η)τ−1)c̃−να,0B

= −m f4 + ζ

∫ +∞

−∞

ν(ξ) f3(ξ)
iλ + η + ξ2 dξ − (miλ + %(iλ + η)τ−1) f1(0),

(79)

AΦ+(1) + BΦ−(1) = −
π

2 sin ναπ
(

2
2 − α

)
∫ 1

0
( f2(s) + iλ f1(s))(Φ+(s)Φ−(1) −Φ+(1)Φ−(s)) ds, (80)

where

c̃+
να,m = c+

να,m

( 2
2 − α

λ
)2m+να

, c̃−να,m = c−να,m
( 2

2 − α
λ
)2m−να

and

Φ+(1) = Jνα
( 2

2 − α
λ
)
, Φ−(1) = J−να

( 2
2 − α

λ
)
.

We write equations (79) and (80) in matrix form as(
r11 r12
r21 r22

) (
A
B

)
=

(
C
C̃

)
, (81)

where
r11 = (1 − α)c̃+

να,0
,

r12 = (mλ2
− %iλ(iλ + η)τ−1)c̃−να,0,

r21 = Jνα
(

2
2−αλ

)
,

r22 = J−να
(

2
2−αλ

)
,
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C = −m f4 + ζ

∫ +∞

−∞

ν(ξ) f3(ξ)
iλ + η + ξ2 dξ − (miλ + %(iλ + η)τ−1) f1(0),

C̃ = −
π

2 sin ναπ
(

2
2 − α

)
∫ 1

0
( f2(s) + iλ f1(s))(Φ+(s)Φ−(1) −Φ+(1)Φ−(s)) ds.

Let the determinant of the linear system given in (81) be denoted by D. Then Note that

D = (1 − α)c̃+
να,0

J−να
(

2
2−αλ

)
− (mλ2

− %iλ(iλ + η)τ−1)c̃−να,0 Jνα
(

2
2−αλ

)
= (1 − α)c+

να,0

(
2

2−α

)να
λνα

[(2 − α
πλ

)1/2

cos
(

2
2−αλ + να π2 −

π
4

)
+ O(

1
λ5/2

)
]

−(mλ2
− %iλ(iλ + η)τ−1)c−να,0

(
2

2−α

)−να
λ−να

[(2 − α
πλ

)1/2

cos
(

2
2−αλ − να

π
2 −

π
4

)
+ O(

1
λ5/2

)
]

= −mc−να,0
(

2
2−α

)−να (2 − α
π

)1/2

λ2−να− 1
2 cos

(
2

2−αλ − να
π
2 −

π
4

)
+(1 − α)c+

να,0

(
2

2−α

)να (2 − α
π

)1/2

λνα−
1
2 cos

(
2

2−αλ + να π2 −
π
4

)
+%iτc−να,0

(
2

2−α

)−να (2 − α
π

)1/2

λτ−να−
1
2 cos

(
2

2−αλ − να
π
2 −

π
4

)
+ O(

1
λ3/2+να−τ

).

As D , 0 for all λ , 0, then A and B are uniquely determined by (81).
Now, it is easy to prove that

|D| ≥ c|λ|−5/2+να+τ for large λ. (82)

In the following lemma we will use some technical inequalities which will be useful for showing the
optimal polynomial decay of the solution.

Lemma 5.3 ([24]). (I) for all λ ∈ IR − {0} large, we have

‖Φ+‖L2(0,1), ‖Φ−‖L2(0,1) ≤
c
√
|λ|
. (83)

(II) ∥∥∥∥∥x−
1
2 Jνα

( 2
2 − α

λx
2−α

2

)∥∥∥∥∥
L2(0,1)

,

∥∥∥∥∥x−
1
2 J−να

( 2
2 − α

λx
2−α

2

)∥∥∥∥∥
L2(0,1)

≤ c
√
|λ|. (84)

(III) There exists a constant C > 0 such that, for all f1 ∈ H1
0,α(0, 1), f2 ∈ L2(0, 1) and λ ∈ IR − {0},∣∣∣∣∣∣

∫ 1

0
( f2(s) + iλ f1(s))(Φ+(s)Φ−(1) −Φ+(1)Φ−(s)) ds

∣∣∣∣∣∣ ≤ 1
|λ|

(
‖ f1‖H1

0,α(0,1) + ‖ f2‖L2(0,1)

)
. (85)

Now, inverting the matrix in (81) we obtain
A =

1
D

(Cr22 − C̃r12)

B =
1
D

(−Cr21 + C̃r11)

Considering only the dominant terms of λ, the following is obtained:

|D||A| ≤ c1|λ|
1
2 + c2|λ|1−να ≤ c3|λ|1−να ,

|D||B| ≤ c1|λ|
1
2 + c2|λ|να−1

≤ c|λ|
1
2 .
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Hence, using (82), we deduce that

|A| ≤ c|λ|
7
2−τ−2να (86)

|B| ≤ c|λ|3−τ−να . (87)
Also, we have∥∥∥∥∥∫ x

0
f2(s)Φ±(x)Φ∓(s) ds

∥∥∥∥∥
L2(0,1)

≤ ‖ f2‖L2(0,1)‖Φ±‖L2(0,1)‖Φ∓‖L2(0,1) ≤
c
|λ|
,∥∥∥∥∥iλ

∫ x

0
f1(s)Φ±(x)Φ∓(s) ds

∥∥∥∥∥
L2(0,1)

≤ ‖ f1‖L2(0,1)‖Φ±‖L2(0,1)‖Φ∓‖L2(0,1) ≤ c.
(88)

Then, from (76), (86), (87) and (88), we get

‖u‖L2(0,1) ≤ c|λ|3−τ−2να
(
‖ f1‖H1

0,α(0,1) + ‖ f2‖L2(0,1) + ‖ f3‖L2(−∞,+∞)

)
,

consequently, from (71)2 and (76), we get

‖v‖L2(0,1) ≤ c|λ|4−τ−2να
(
‖ f1‖H1

0,α(0,1) + ‖ f2‖L2(0,1) + ‖ f3‖L2(−∞,+∞)

)
.

Using (77) and (52), we obtainxα/2Φ′+(x) = ( 1−α
2 + 2−α

2 να)x−1/2 Jνα
(

2
2−αλx

2−α
2

)
− λx

1−α
2 J1+να

(
2

2−αλx
2−α

2

)
,

xα/2Φ′−(x) = ( 1−α
2 −

2−α
2 να)x−1/2 J−να

(
2

2−αλx
2−α

2

)
− λx

1−α
2 J1−να

(
2

2−αλx
2−α

2

)
.

Then from (78), (83) and (84), we can get

‖xα/2ux‖L2(0,1) ≤ c|λ|4−τ−2να
(
‖ f1‖H1

0,α(0,1) + ‖ f2‖L2(0,1) + ‖ f3‖L2(−∞,+∞)

)
.

Moreover from (15), we have

‖ϕ‖2L2(−∞,∞) ≤
1
η

∫ +∞

−∞

(ξ2 + η)|ϕ(ξ)|2 dξ ≤ c‖U‖H‖F‖H .

Thus, we conclude that
‖(iλI − P)−1

‖H ≤ c|λ|4−τ−2να as |λ| → ∞.
The conclusion then follows by applying Theorem 5.1.

Besides, we prove that the decay rate is optimal. Indeed, the decay rate is consistent with the asymptotic
expansion of eigenvalues.

�

Remark 5.4. We can extend the results of this paper to more general measure density (see [10]) instead of (5). Indeed,
let us suppose that ν is an even nonnegative measurable function such that∫

∞

−∞

ν(ξ)2

1 + ξ2 dξ < ∞. (89)

We easily obtain the following Theorem.

Theorem 5.5. Let

Λ(λ) =
|λ|3−2να

(<S(iλ))
,

where S(iλ) =
∫ +∞

−∞

ν(ξ)2

iλ+η+ξ2 dξ. Then the semigroup SP(t)t≥0 associated to (P′) satisfies the following decay estimate

‖ePtU0‖ ≤ C
1

Λ−1(t)
‖U0‖D(P), t→∞,

where Λ−1 is any asymptotic inverse of Λ.
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Open problem
It seems to be interesting to study a qualitative propreties of (P) with d(x) instead of xα (see (2)) with 0 < µd < 1.
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