
Filomat 35:9 (2021), 2927–2949
https://doi.org/10.2298/FIL2109927C

Published by Faculty of Sciences and Mathematics,
University of Niš, Serbia
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Existence of Positive Solutions for the Nonlinear Fractional Boundary
Value Problems with p-Laplacian
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Abstract. The monotone iterative technique, theory of fixed point index in a cone and the Leggett-Williams
fixed point theorem are applied to investigate the existence and multiplicity of positive solutions for four
boundary value problems of nonlinear fractional differential equations with a p-Laplacian point operator
and infinite delay. Moreover, examples are presented to illustrate a vast applicability of our main results.

1. Introduction

Investigating existence of positive solutions is one of the most important features of boundary value
problems based on a model. This has been one of the most crucial targets for researchers in recent years.
In these studies, fixed point theorems are generally used and in some of the studies the lower and upper
solution methods known as monotonous methods are also used.

With the acceleration of the studies in fractional derivative analysis, it has been applied to modelling
boundary value problems in [3], [4], for physical phenomena, engineering and economic processes and
concepts involving fractional derivatives. Recently, boundary value problems involving fractional order
differential equations were considered in physics, chemistry, aerodynamics, polymer rheology, and many
other fields [5]-[9], [27], [28]. This shows the extent to which fractional differential equations have attracted
the attention of researchers working in various fields. The advantage of having fractional derivatives is
that they provide more degrees of freedom in models and is thus more effective for modelling real-life events.

In paper [1], the nonlinear differential equation of fractional order

Dα
0+ u(t) + f (t,u(t)) = 0, 0 < t < 1,

subject to the boundary conditions

u(0) = 0, Dβ
0+ u(1) = aDβ

0+ u(ξ),
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was considered. In this problem, Dα
0+ and Dβ are the standard Riemann-Liouville fractional order derivative,

1 < α ≤ 2, 0 ≤ β ≤ 1, 0 ≤ a ≤ 1, ξ ∈ (0, 1), aξα−β−2
≤ 1 − β, 0 ≤ α − β − 1 and f : [0, 1] × [0,∞) → [0,∞)

satisfies Carathéodory type conditions. The boundary value problem (BVP) was transformed to an equiv-
alent integral equation. Fixed point theorems were applied to show the existence and multiplicity results
of positive solutions of the BVP under consideration. Trivially, the Banach contraction mapping principle
revealed that the operator considered has a unique fixed point which is a solution of the BVP. Incorporation
with the Arzela-Ascoli theorem, the operation is completely continuous. Furthermore, some theorems were
considered with some valid assumptions, implying that the BVP has multiple positive solutions.

In [2], the existence and multiplicity of positive solutions to m-point boundary value problem of non-
linear fractional differential equations with p-Laplacian operator

Dβ
0+ (ϕp(Dα

0+ u(t))) + ϕp(λ) f (t,u(t)) = 0, 0 < t < 1,

u(0) = 0, Dγ
0+ u(1) =

m−2∑
i=1

ξiD
γ
0+ u(ηi), Dα

0+ u(0) = 0,

was considered, where Dα
0+ , Dβ

0+ and Dγ
0+ are the standard Riemann-Liouville fractional derivatives with

1 < α ≤ 2, 0 < β, γ ≤ 1 such that 0 ≤ α − γ − 1 and 0 ≤ α − β − 1, λ ∈ (0,+∞),
0 < ξi, ηi < 1 (i = 1, 2 · · · ,m−2) such that

∑m−2
i=1 ξiηi < 1, f ∈ C([0, 1]×[0,+∞), [0,+∞)) andϕp(s) = |s|p−ss, p > 1

with ϕ−1
p = ϕq such that 1

p + 1
q = 1. They applied the monotone iterative technique and theory of fixed point

index in a cone. The BVP is changed into an equivalent integral equation and the eigen value interval for
existence of multiplicity of positive solution is considered. After showing that the operator is equicontin-
uous, the Arzela-Ascoli theorem proves complete continuity of the operator. Also, by the Schauder fixed
point theorem, the operator is shown to have at least one fixed point and the BVP having a single positive
solution. Furthermore, some theorems are proved to show that the BVP has multiple positive solutions. Of
which, one of the BVP solutions is a minimal positive solution and the other a maximal positive solution.
As far as we know, there are handfuls of papers probing the existence of positive solutions for fractional
differential equations with both a p-Laplacian operator and infinite delay. The applications of these are still
at an initial stage.
Recently, a vast amount of studies in nonlinear fractional differential equations were considered (see [21]-
[26]).

Motivated by the literature mentioned, in this paper we concentrate on the existence of positive solutions
for a four point BVP of fractional differential equations with infinite delay

Dβ(ϕp(Dαy(t))) = f (t, yt), a.e t ∈ J = [0, 1],
y(0) = 0, Dαy(1) = aDαy(ξ), Dαy(0) = 0, Dγy(1) = bDγy(η),

y(t) = φ(t), t ∈ (−∞, 0], (1)

where Dα, Dβ and Dγ are the standard Riemann-Liouville fractional derivatives with
1 < α, β ≤ 2, 0 < γ ≤ 1 such that 0 ≤ α−γ− 1, 0 ≤ a, b ≤ 1, 0 < ξ, η < 1 and f : J×B→ [0,+∞) is a specified
function satisfying certain assumptions to be stated in the next sections, φ ∈ B and B is a phasespace. For
a function y and any t ∈ [0, 1], yt denotes the element of B defined by yt(θ) = y(t + θ) for θ ∈ (−∞, 0], we
assume that belonging to B are the histories yt.
The essential part in the study of qualitative and quantitative theory in functional differential equations is
characterised by the notion of phase space B, which entails seminormed space satisfying suitable axioms
covered in detail by [10], [12] - [14].

In section 2, we will give some necessary definitions and lemmas which are used in the main results.
For the sake of convenience, we also state the fixed point theorems.
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In Section 3, we firstly consider the following nonlinear BVP

Dβ(ϕp(Dαy(t))) = f (t, y(t)), t ∈ (0, 1),
y(0) = 0, Dαy(1) = aDαy(ξ), Dαy(0) = 0, Dγy(1) = bDγy(η) (2)

and we will give the existence results of this problem. To simplify BVP (2), we let w = Dαy, and v = ϕp(w),
so BVP (2) becomes the following linear BVP

Dβv(t) = 1(t)

v(0) = 0 and v(1) = ap−1v(ξ), (3)

where 1 ∈ L′[0, 1] and 1 ≥ 0.

In Section 4, we will give the multiplicity results for the BVP (1). In the last section, we will give some
examples to illustrate our main results.

2. Basic Definitions and Preliminaries

We first introduce some necessary definitions and lemmas in this section.

Definition 2.1. (see [10], [15], [16]) The integral

Iαa 1(t) =

∫ t

a

(t − s)α−1

Γ(α)
1(s)ds,

defines the fractional (arbitrary) order integral of the function 1 ∈ L1([a, b),R+) of the order α ∈ R+, where Γ is the
gamma function. For a = 0, we have Iα1(t) = 1(t) ∗ ϕα(t), where ϕα(t) = tα−1

Γ(α) , when t > 0, ϕα(t) = 0 for t ≤ 0 and
ϕα(t)→ δ(t) as α→ 0, where δ is the delta function.

Definition 2.2. (see [10], [15], [16]) The αth Riemann-Liouville fractional-order derivative of 1, α ∈ R+, for a
function 1 given on the interval [a, b] is defined as follows:

Dα
0+1(t) =

1
Γ(n − α)

(
d
dt

)n ∫ 1

0
(t − s)n−α−11(s)ds.

The following auxiliary Lemmas are necessary to illustrate the existence of solutions for
problem (2).

Lemma 2.3. [11] Let α > 0 then the differential equation

Dαy(t) = 0

has solutions y(t) = c1tα−1 + c2tα−2 + · · · + cNtα−N, for some ci ∈ R, whereN is the smallest integer greater than or
equal to α.

Lemma 2.4. [11] Let y ∈ C(0, 1)∩L(0, 1) with a fractional derivative of order α > 0 that belongs to C(0, 1)∩L(0, 1),
then

IαDαy(t) = y(t) + c1tα−1 + c2tα−2 + · · · + cNtα−N,

for some ci ∈ R, whereN is the smallest integer greater than or equal to α.
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Lemma 2.5. Let y be a continuous function and considering the BVP (3). Problem (3) has a unique solution given
by

y(t) =

∫ 1

0
G(t, s)ρ(s)ds, (4)

where

G(t, s) = G1(t, s) +
btα−1

d
G2(η, s),

in which d = 1 − bηα−γ−1 > 0,
where

G1(t, s) =

 tα−1(1−s)α−γ−1
−(t−s)α−1

Γ(α) , 0 ≤ s ≤ t ≤ 1,
tα−1(1−s)α−γ−1

Γ(α) , 0 ≤ t ≤ s ≤ 1,

G2(η, s) =

 ((1−s)η)α−γ−1
−(η−s)α−γ−1

Γ(α) , t ∈ [0, 1],
((1−s)η)α−γ−1

Γ(α) , t ∈ [0, 1],
(5)

and

ρ(s) = ϕq

(∫ 1

0
H(s, τ)1(τ)dτ

)
,

in which

H(s, τ) = H1(s, τ) +
ap−1sβ−1

1 − ap−1ξβ−1 H2(ξ, τ),

where

H1(s, τ) =

 sβ−1(1−τ)β−1
−(s−τ)β−1

Γ(β) , 0 ≤ τ ≤ s ≤ 1,
sβ−1(1−τ)β−1

Γ(β) , 0 ≤ s ≤ τ ≤ 1,

H2(ξ, τ) =

 ((1−τ)ξ)β−1
−(ξ−τ)β−1

Γ(β) , s ∈ [0, 1],
((1−τ)ξ)β−1

Γ(β) , s ∈ [0, 1],

such that ap−1ξβ−1 < 1.

Proof. From Lemma 2.4 and problem (3), we get

v(t) = c1tβ−1 + c2tβ−2 + Iβ1(t).

Since v(0) = 0, we have c2 = 0 and so

v(t) = c1tβ−1 + Iβ1(t). (6)

Considering the boundary condition in problem (3), v(1) = ap−1v(ξ), we have

c1 +

∫ 1

0

(1 − τ)β−1

Γ(β)
1(τ)dτ = ap−1

[
c1ξ

β−1 +

∫ ξ

0

(ξ − τ)β−1

Γ(β)
1(τ)dτ

]
c1 =

1
1 − ap−1ξβ−1

[
−

∫ 1

0

(1 − τ)β−1

Γ(β)
1(τ)dτ + ap−1

∫ ξ

0

(ξ − τ)β−1

Γ(β)
1(τ)dτ

]
. (7)
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Substituting for c1 into (6), we get

v(t) =

∫ t

0

(t − τ)β−1

Γ(β)
1(τ)dτ +

tβ−1

1 − ap−1ξβ−1

[
ap−1

∫ ξ

0

(ξ − τ)β−1

Γ(β)
1(τ)dτ −

∫ 1

0

(1 − τ)β−1

Γ(β)
1(τ)dτ

]
.

If

v(t) = −ν(t),

then we have

ν(s) =
1

Γ(β)

∫ s

0
[(1 − τ)β−1sβ−1

− (s − τ)β−1]1(τ)dτ +
1

Γ(β)

∫ 1

s
(1 − τ)β−1sβ−11(τ)dτ

+
ap−1sβ−1

(1 − ap−1ξβ−1)Γ(β)

[∫ ξ

0
((1 − τ)β−1ξβ−1

− (ξ − τ)β−1)1(τ)dτ +

∫ 1

ξ
(1 − τ)β−1ξβ−11(τ)dτ

]
=

∫ 1

0
H1(s, τ)1(τ)dτ +

ap−1sβ−1

1 − ap−1ξβ−1

∫ 1

0
H2(ξ, τ)1(τ)dτ

=

∫ 1

0
H(s, τ)1(τ)dτ,

where

H(s, τ) = H1(s, τ) +
ap−1sβ−1

1 − ap−1ξβ−1 H2(ξ, τ), (8)

in which

H1(s, τ) =

 sβ−1(1−τ)β−1
−(s−τ)β−1

Γ(β) , 0 ≤ τ ≤ s ≤ 1,
sβ−1(1−τ)β−1

Γ(β) , 0 ≤ s ≤ τ ≤ 1

and

H2(ξ, τ) =

 ((1−τ)ξ)β−1
−(ξ−τ)β−1

Γ(β) , s ∈ [0, 1],
((1−τ)ξ)β−1

Γ(β) , s ∈ [0, 1].
(9)

Noting that Dαy = w, w = ϕ−1
p (v) = ϕq(v) from (3), we know that the solution of problem (2) satisfies

Dαy(t) = −ϕq(ν(t)). (10)

Let

ρ(t) = ϕq(ν(t)), (11)

from Lemma 2.4, (10) and (11), we have

y(t) = −Iα(ρ(t)) + c1tα−1 + c2tα−2. (12)

Since y(0) = 0 we get c2 = 0.
Also, since Dγtα =

Γ(α+1)
Γ(α−γ+1) t

α−γ we get

Dγy(t) = −Iα−γρ(t) + c1
Γ(α)

Γ(α − γ)
tα−γ−1

=
−1

Γ(α − γ)

∫ t

0
(t − s)α−γ−1ρ(s)ds + c1

Γ(α)
Γ(α − γ)

tα−γ−1. (13)
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Using the boundary condition Dγy(1) = bDγy(η), we have

−

∫ 1

0
(1 − s)α−γ−1ρ(s)ds + c1Γ(α) = b

(
−

∫ η

0
(η − s)α−γ−1ρ(s)ds + c1Γ(α)ηα−γ−1

)
and so

c1 =
1

dΓ(α)

[∫ 1

0
(1 − s)α−γ−1ρ(s)ds − b

∫ η

0
(η − s)α−γ−1ρ(s)ds

]
, (14)

where d = 1 − bηα−γ−1 > 0.

Substituting c1 into (12) we get

y(t) =
1

Γ(α)

∫ t

0
((1 − s)α−γ−1tα−1

− (t − s)α−1)ρ(s)ds +
1

Γ(α)

∫ 1

t
(1 − s)α−γ−1tα−1ρ(s)ds

+
btα−1

(1 − bηα−γ−1)Γ(α)

∫ η

0
[((1 − s)η)α−γ−1

− (η − s)α−γ−1]ρ(s)ds

+
btα−1

(1 − bηα−γ−1)Γ(α)

∫ 1

η
((1 − s)η)α−γ−1ρ(s)ds (15)

=

∫ 1

0
G1(t, s)ρ(s)ds +

btα−1

d

∫ 1

0
G2(η, s)ρ(s)ds (16)

=

∫ 1

0
G(t, s)ρ(s)ds,

where

G(t, s) = G1(t, s) +
btα−1

d
G2(η, s), (17)

in which

G1(t, s) =

 tα−1(1−s)α−γ−1
−(t−s)α−1

Γ(α) , 0 ≤ s ≤ t ≤ 1,
tα−1(1−s)α−γ−1

Γ(α) , 0 ≤ t ≤ s ≤ 1

and

G2(η, s) =

 ((1−s)η)α−γ−1
−(η−s)α−γ−1

Γ(α) , t ∈ [0, 1],
((1−s)η)α−γ−1

Γ(α) , t ∈ [0, 1].
(18)

The proof is complete.

Lemma 2.6. The functions H(t, s) and G(t, s) defined by (8) and (17) respectively satisfy the following conditions:

1. G(t, s) ≥ 0,H(t, s) ≥ 0,G(t, s) ≤ G(s, s) and H(t, s) ≤ H(s, s) for s, t ∈ [0, 1],
2. G(t, s) ≥ tα−1G(1, s) for all s, t ∈ [0, 1],
3. there exist positive functions 11 and 12 ∈ C(0, 1) such that

min
ϑ≤t≤δ

G1(t, s) ≥ 11(s)G1(s, s) and min
ϑ≤t≤δ

G2(η, s) ≥ 12(s)G2(s, s) for s ∈ (0, 1), where

11(s) =

 δ
α−1(1−s)α−γ−1

−(δ−s)α−1

tα−1(1−s)α−γ−1 , if s ∈ [0,m1],

(ϑs )α−1, if s ∈ [m1, 1]
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and

12(s) =

 ((1−s)δ)α−γ−1
−(δ−s)α−γ−1

((1−s)η)α−γ−1 , if s ∈ [0,m1],

(ϑs )α−γ−1, if s ∈ [m1, 1],
(19)

for 0 ≤ ϑ < m1 < δ ≤ 1.

4. max0≤t≤1

∫ 1

0 G(t, s)ds =
Γ(α−γ)
Γ(2α−γ)

[
1 + b

d

]
.

Proof. The proof will be given in four parts. Part 1 and 2 are covered in [19] and [20] respectively. Here, we
will prove Part 3 and Part 4. Considering G1(t, s) for s ≤ t, we define

LG1 (t, s) = tα−1(1 − s)α−γ−1
− (t − s)α−1

and we let

JG1 (t, s) = tα−1(1 − s)α−γ−1 for t ≤ s ≤ 1.

We also know that LG1 (t, s) is non-increasing for s ≤ t, and JG1 (t, s) to be non-decreasing for all s ∈ [0, 1] then

min
ϑ≤t≤δ

G1(t, s) =
1

Γ(α)

LG1 (ϑ, s), s ∈ [0,m1],
JG1 (δ, s), s ∈ [m1, 1],

=
1

Γ(α)

ϑα−1(1 − s)α−γ−1
− (ϑ − s)α−1, s ∈ [0,m1],

δα−1(1 − s)α−γ−1, s ∈ [m1, 1],

for ϑ ≤ m1 ≤ δ satisfies the equation

ϑα−1(1 − s)α−γ−1
− (ϑ − s)α−1 = δα−1(1 − s)α−γ−1.

By the monotonicity of LG1 and JG1 , we have

max
0≤t≤1

G1(t, s) = G1(s, s) =
sα−1(1 − s)α−γ−1

Γ(α)
, (20)

we assign 11(s) as in (19), we evidently see that

min
ϑ≤t≤δ

G1(t, s) ≥ 11(s)G1(s, s),

for all s, t ∈ [0, 1].
Using the same approach on G2(η, s) for t, s ∈ [0, 1] × [0, 1], we get

G2(s, s) =
(s(1 − s))α−γ−1

Γ(α)
and max

0≤t≤1
G2(η, s) =

(1 − s)α−γ−1

Γ(α)
(21)

and assigning 12(s) as stated from (19), we see that for s ∈ [0,m1], s ≤ t and s ≤ η,

12(s)G2(s, s) =
((1 − s)δ)α−γ−1

− (δ − s)α−γ−1

((1 − s)η)α−γ−1 ×
((1 − s)s)α−γ−1

Γ(α)

≤
1

Γ(α)
[((1 − s)δ)α−γ−1

− (δ − s)α−γ−1],

since 12(s) is non-increasing, for ϑ ≤ δ, we get

12(s)G2(s, s) ≤
((1 − s)ϑ)α−γ−1

− (ϑ − s)α−γ−1

Γ(α)
.
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Therefore,

min
ϑ≤η,t≤δ

G2(η, s) ≥ 12(s)G2(s, s).

Also, since 12(s) is non-decreasing for s ∈ [m1, 1], η ≤ s and ϑ ≤ δ,

12(s)G2(s, s) =
(
ϑ
s

)α−γ−1

×
1

Γ(α)
[(1 − s)η]α−γ−1

≤
1

Γ(α)
[(1 − s)ϑ]α−γ−1

≤
1

Γ(α)
[(1 − s)δ]α−γ−1.

Therefore,

min
ϑ≤η,t≤δ

G2(η, s) ≥ 12(s)G2(s, s) for all s, t ∈ [0, 1].

By the Beta integral B(u, v) =
∫ 1

0 tu−1(1 − t)v−1dt, for u, v ∈ R and B(u, v) =
Γ(u)Γ(v)
Γ(u+v) , using equation (20) and

(21) we get

max
0≤t≤1

∫ 1

0
G(t, s)ds =

1
Γ(α)

∫ 1

0
sα−1(1 − s)α−γ−1ds +

b
dΓ(α)

∫ 1

0
sα−1(1 − s)α−γ−1ds

=
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

]
. (22)

This completes the proof.

Lemma 2.7. The function H defined by (8) satisfies the outlined conditions:

1. max0≤t≤1

∫ 1

0 H(t, s)ds =
Γ(β)
Γ(2β)

[
1 + ap−1

1−ap−1ξβ−1

]
,

2. there exist a positive function 1H ∈ C(0, 1) such that

min
ϑ≤t≤δ

H(t, s) ≥ 1H(s)H(s, s), s ∈ (0, 1),

where

1H(s) =

 δ
β−1(1−s)β−1

−(δ−s)β−1

tβ−1(1−s)β−1 , if s ∈ [0,m1],

(ϑs )β−1, if s ∈ [m1, 1],
(23)

and ϑ < m1 < δ.

Proof. The proofs follow from Lemma 2.6, Part 3 and 4. We can easily see that

max
0≤t≤1

H1(t, s) = H1(s, s) =
sβ−1(1 − s)β−1

Γ(β)
and max

0≤t≤1
H2(ξ, s) = H2(s, s) =

(1 − s)β−1

Γ(β)
. (24)

Let 1H(s) be defined as in (23). From (24), and the Beta integral function we get

max
0≤t≤1

∫ 1

0
H(t, s)ds =

Γ(β)
Γ(2β)

[
1 +

ap−1

1 − ap−1ξβ−1

]
. (25)

The proof is complete.

Also, we will use the following fixed point theorems and lemmas to give existence results.
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Lemma 2.8. ([2]) Let E be a real Banach space, C ⊂ E be a cone, Ωr = {y ∈ C : ‖y‖ ≤ r}. Let the operator
T : C ∩Ωr → C be completely continuous and satisfying Tu , u, ∀u ∈ ∂Ωr.
Then

1. If ‖Tu‖ ≤ ‖u‖, ∀u ∈ ∂Ωr, then i(T,Ωr,C) = 1,
2. If ‖Tu‖ ≥ ‖u‖, ∀u ∈ ∂Ωr, then i(T,Ωr,C) = 0.

Letting C ⊂ E be a cone in E and (E, ‖.‖) be a Banach space. We show a continuous mapping

ψ : C→ [0,∞)

by a concave, positive and continuous functional ψ on C with
ψ(λx + (1− λ)y) ≥ λψ(x) + (1− λ)ψ(y) for all x, y ∈ C and λ ∈ [0, 1]. For K,L, r ≥ 0 constants with C and ψ as
above, we let

CK = {y ∈ C : ‖y‖ < K}

and

C(ψ,L,K) = {y ∈ C : ψ(y) ≥ L and ‖y‖ ≤ K}.

The current study is anchored on the fixed point theorem as presented by Leggett and Williams [18], see
also [17], [10].

Theorem 2.9. Let C ⊂ E be a cone in E, which is a Banach space and R > 0 a constant. Suppose there exists a
concave positive continuous functional on C with ψ(y) ≤ ‖y‖ for y ∈ CR and let N : CR → CR be a continuous
compact map. Assume that there are numbers r,L and K with 0 < r < L < K ≤ R:

(A1) {y ∈ C(ψ,L,K) : ψ(y) > L, ‖y‖ ≤ K} , ∅ and ψ(N(y)) > L for y ∈ C(ψ,L,K);
(A2) ‖N(y)‖ < r for y ∈ Cr;
(A3) ψ(N(y)) > L for y ∈ C(ψ,L,R) with ‖N(y)‖ > K.

Then N has at least three fixed point y1, y2, y3 in CR. Also we get

y1 ∈ Cr, y2 ∈ {y ∈ C(ψ,L,R) : ψ(y) > L}

and

y3 ∈ CR − {C(ψ,L,R) ∪ Cr}.

Theorem 2.10. (Schauder-Tychonoff Fixed Point Theorem) Let X be a Banach space. Assume that K is a closed,
bounded, convex subset of X. If T : K→ K is compact then T has a fixed point in K.

3. Existence results for BVP (2)

We consider the Banach space E = C([0, 1],R) endowed with the norm defined by
‖y‖ = sup0≤t≤1 |y(t)|. Let C = {y ∈ E|y(t) ≥ 0}, then C is a cone in E. Define an operator T : C→ C as

(Ty)(t) =

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, y(τ))dτ

)
ds. (26)

Then, T has a solution if and only if the operator T has a fixed point.

Lemma 3.1. If f ∈ C([0, 1] × [0,+∞), [0,+∞)), then the operator T : C→ C is completely continuous.
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Proof. From the continuity and non-negativeness of G(t, s), H(t, s) and f (t, y(t)), we see that T : C → C is
continuous.
Let Ω ⊂ C be bounded. Then, for all τ ∈ [0, 1] and y ∈ Ω, there exists a positive constant M such that
| f (t, y(t))| ≤M. Thus, we get

|(Ty)(t)| = |

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, y(τ))dτ

)
ds|

≤

∫ 1

0
G(s, s)ϕq

(∫ 1

0
H(τ, τ) f (τ, y(τ))dτ

)
ds

≤
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

] [
MΓ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1

,

which implies that T(Ω) is uniformly bounded.
Also, by the continuity of G(t, s) and H(t, s) on [0, 1] × [0, 1], we know that this is uniformly continuous
on [0, 1] × [0, 1]. Therefore, for fixed s ∈ [0, 1] and for any ε > 0, there exists a constant δ > 0, such that
t1, t2 ∈ [0, 1] and |t1 − t2| < δ,

|G(t1, s) − G(t2, s)| < ϕp

[
MΓ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]
ε.

Thus, for all y ∈ Ω,

|(Ty)(t2) − (Ty)(t1)| ≤
∫ 1

0
|G(t2, s) − G(t1, s)|ϕq

(∫ 1

0
H(s, τ) f (τ, y(τ))dτ

)
ds

≤

∫ 1

0
|G(t2, s) − G(t1, s)|ϕq

(∫ 1

0
H(τ, τ) f (τ, y(τ))dτ

)
ds

≤ ϕq

[
MΓ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)] ∫ 1

0
|G(t2, s) − G(t1, s)|ds

≤ ε,

which means that T(Ω) is equicontinuous and by the Arzella-Ascoli theorem, we obtain T : C → C is
completely continuous.

Theorem 3.2. If f ∈ C([0, 1]× [0,+∞), [0,+∞)), f (t, y) is non-decreasing in y, then BVP (2) has a minimal positive
solution v in Br and a maximal positive solution w in Br. In addition, vm(t) → v(t) and wm(t) → w(t) as m → ∞
uniformly on [0, 1], where

vm(t) =

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (s, vm−1(τ))dτ

)
ds (27)

and

wm(t) =

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (s,wm−1(τ))dτ

)
ds. (28)

Proof. Let

Br = {y ∈ C : ‖y‖ ≤ r},

where

r ≥
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

] [
M1Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1

.
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Step 1: Problem (2) has at least one solution.
For y ∈ Br, there exists a positive constant M1 such that | f (t, y(t))| ≤M1,

|(Ty)(t)| = |

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, y(τ))dτ

)
ds|

≤ |

∫ 1

0
G(s, s)ϕq

(∫ 1

0
H(τ, τ) f (τ, y(τ))dτ

)
ds|

≤
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

] [
M1Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1

.

Therefore,

T : Br → Br.

By Lemma 3.1, it is obvious that T : Br → Br is completely continuous. Thus, by the Schauder fixed point
theorem, the operator T has at least one fixed point and BVP (2) has at least one solution in Br.

Step 2: BVP (2) has a positive solution in Br, which is a minimal positive solution. From (26) and (27), it
can be seen that

vm(t) = (Tvm−1)(t), t ∈ [0, 1], f or m = 1, 2, 3, . . . . (29)

Also, since f (t, y) is non-decreasing in y, we get

0 = v0(t) ≤ v1(t) ≤ · · · vm(t) ≤ · · · , t ∈ [0, 1],

we obtain that {vm} is a sequentially compact set because T is compact. As a result, there exists v ∈ Br such
that vm → v as m→∞.
Let y(t) be any positive solution of BVP (2) in Br. It is obvious that

0 = v0(t) ≤ y(t) = (Ty)(t).

Therefore,

vm(t) ≤ y(t) f or m = 0, 1, 2, · · · . (30)

Taking limits as m→∞ in (30), we obtain v ≤ y(t) for t ∈ [0, 1].

Step 3: BVP (2) has a positive solution in Br, which is a maximal positive solution. Let
w0(t) = r, t ∈ [0, 1] and w1(t) = Tw0(t). From T : Br → Br, we have w1 ∈ Br. Thus

0 ≤ w1(t) ≤ r = w0(t).

Also, since f (t, y) in non-decreasing in y, we get

· · · ≤ wm(t) ≤ · · · ≤ w1(t) ≤ w0(t), t ∈ [0, 1].

Using the same steps involved in Step 2, we see that

wm(t)→ w(t) as m→∞

and

w(t) =

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ,w(τ))dτ

)
ds.
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Let y(t) be any positive solution of BVP (2) in Br.
Trivially,

y(t) ≤ w0(t).

Therefore,

y(t) ≤ wm(t). (31)

Taking limits as m→∞ in (31), we get y(t) ≤ w(t) for t ∈ [0, 1].

We define

f 0 = lim
y→0+

sup
t∈[0,1]

f (t, y)
ϕp(l1‖y‖)

, f0 = lim
y→0+

inf
t∈[0,1]

f (t, y)
ϕp(l2‖y‖)

,

f∞ = lim
y→+∞

sup
t∈[0,1]

f (t, y)
ϕp(l3‖y‖)

, f∞ = lim
y→+∞

inf
t∈[0,1]

f (t, y)
ϕp(l4‖y‖)

.

Let

B =
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

] [
Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1

and

B1 =

∫ 1

0
G(1, s)ϕq

(∫ δ

ϑ
min
ϑ≤t≤δ

H(s, τ)dτ
)

ds.

Theorem 3.3. Assume that f ∈ C([0, 1] × [0,+∞), [0,+∞)), and the following conditions hold;

(N1) f0 = f∞ = +∞.
(N2) There exists a constant ρ1 > 0 such that f (t, y) ≤ ϕp(l5‖y‖) for t ∈ [0, 1], y ∈ [0, ρ1].

Then, BVP (2) has at least two positive solutions y1 and y2 such that

0 < ‖y1‖ < ρ1 < ‖y2‖,

for

0 <
1

l2B1
< 1 <

1
l5B

< +∞ and 0 <
1

l4B1
< 1 <

1
l5B

< +∞. (32)

Proof. Since

f0 = lim
y→0+

inf
t∈[0,1]

f (t, y)
ϕp(l2‖y‖)

= +∞,

there is ρ0 ∈ (0, ρ1) such that

f (t, y) ≥ ϕp(l2‖y‖) for t ∈ [0, 1], y ∈ [0, ρ0].

Let

Ωρ0 = {y ∈ C : ‖y‖ ≤ ρ0}.
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Then, for any y ∈ ∂Ωρ0 , it follows from Lemma 2.6 that

(Ty)(t) =

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, y(τ))dτ

)
ds

≥

∫ 1

0
tα−1G(1, s)ϕq

(∫ 1

0
H(s, τ)ϕp(l2‖y‖)dτ

)
ds

≥ l2

∫ 1

0
G(1, s)ϕq

(∫ δ

ϑ
min
ϑ≤t≤δ

H(s, τ)dτ
)

ds‖y‖.

Therefore,

‖Ty‖ ≥ l2B1‖y‖.

Considering also (32), we get

‖Ty‖ ≥ ‖y‖, ∀ y ∈ ∂Ωρ0 .

By Lemma 2.8, we get

i(T,Ωρ0 ,C) = 0. (33)

Also,

f∞ = lim
y→∞

inf
t∈[0,1]

f (t, y)
ϕp(l4‖y‖)

= +∞,

there is ρ∗0, ρ
∗

0 > ρ1, such that

f (t, y) ≥ ϕp(l4‖y‖) for t ∈ [0, 1], y ∈ [ρ∗0,+∞).

Let

Ωρ∗0
= {y ∈ C : ‖y‖ ≤ ρ∗0}.

Then, for any y ∈ ∂Ωρ∗0
, it follows from Lemma 2.6 that

(Ty)(t) =

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, y(τ))dτ

)
ds

≥

∫ 1

0
tα−1G(1, s)ϕq

(∫ 1

0
H(s, τ)ϕp(l4‖y‖)dτ

)
ds

≥ l4

∫ 1

0
G(1, s)ϕq

(∫ δ

ϑ
min
ϑ≤t≤δ

H(s, τ)dτ
)

ds‖y‖.

Therefore,

‖Ty‖ ≥ l4B1‖y‖.

Considering also (32), we get

‖Ty‖ ≥ ‖y‖, ∀ y ∈ ∂Ωρ∗0
.

By Lemma 2.8, we get

i(T,Ωρ∗0
,C) = 0. (34)
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Finally, let Ωρ1 = {y ∈ C : ‖y‖ ≤ ρ1} for any y ∈ ∂Ωρ1 , it follows from Lemma 2.6, 2.7 and (N2) that

(Ty)(t) =

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, y(τ))dτ

)
ds

≤

∫ 1

0
G(s, s)ϕq

(∫ 1

0
H(τ, τ)ϕp(l5‖y‖)dτ

)
ds

= l5
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

] [
Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1

‖y‖.

Therefore,

‖Ty‖ ≤ l5B‖y‖.

Considering also (32), we get

‖Ty‖ ≤ ‖y‖, ∀ y ∈ ∂Ωρ1 .

By Lemma 2.8, we get

i(T,Ωρ1 ,C) = 1. (35)

From (33)-(35) and ρ0 < ρ1 < ρ∗0, we get

i(T,Ωρ∗0
\Ωρ1 ,C) = −1, i(T,Ωρ1 \Ωρ0 ,C) = 1.

Thus, T has a fixed point y1 ∈ Ωρ1 \Ωρ0 and a fixed point y2 ∈ Ωρ∗0
\Ωρ1 . Trivially, y1, y2 are both positive

solutions of BVP (2) and 0 < ‖y1‖ < ρ1 < ‖y2‖.
This completes the proof.

Similarly, we can get the following results;

Corollary 3.4. Assume that f ∈ C([0, 1] × [0,+∞), [0,+∞)) and the following conditions hold:

(N1) f 0 = f∞ = 0.
(N2) There exists a constant ρ2 > 0 such that f (t, y) ≥ ϕp(l6‖y‖) for t ∈ [0, 1], y ∈ [0, ρ2]. Then BVP (2) has at

least two positive solutions y1 and y2 such that

0 < ‖y1‖ < ρ2 < ‖y2‖

for

0 <
1

l6B1
< 1 <

1
l3B

< +∞ and 0 <
1

l6B1
< 1 <

1
l1B

< +∞.

4. Multiplicity result for BVP (1)

A solution to problem (1) is obtained by setting

B1 = {y : (−∞, 1]→ R : y|(−∞,0] ∈ B, y|J ∈ C2(J,R)},

and let ‖.‖1 the semi norm in B1 defined by:

‖y‖1 = ‖y0‖B + sup{|y(t)| : 0 ≤ t ≤ 1}, y ∈ B1.

Definition 4.1. Problem (1) has a solution y, which is a function y ∈ B1 that satisfies the
equation Dβ(ϕp(Dαy(t))) = f (t, yt) on J and conditions y(0) = 0, Dαy(1) = aDαy(ξ),
Dαy(0) = 0, Dγy(1) = bDγy(η) and y(t) = φ(t), t ∈ (−∞, 0].
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The Banach space of all continuous functions from J into R is denoted by C(J,R),
with the norm:

‖y‖∞ := sup{|y(t)| : t ∈ J}.

Now, we present axioms for definition of the phase space B.

(A1) For every t ∈ [0, 1], if y : (−∞, 1)→ R, y0 ∈ B, then the following conditions hold:
(a) yt ∈ B,
(b) There exists a positive constant H : |y(t)| ≤ H‖yt‖B;
(c) There exist two functions K(.),M(.) : R+ → R+, independent of y, with K continuous and M

locally bounded:
‖yt‖B ≤ K(t) sup{|y(s)| : 0 ≤ s ≤ t} + M(t)‖y0‖B.

(A2) yt is a B-valued continuous function on [0, 1] for the function y(.) in (A1).
(A3) The space B is complete. Denoted by

K = sup{K(t) : t ∈ [0, 1]} and M = sup{M(t) : t ∈ [0, 1]}.

Let

µ = min
t∈[ϑ,δ]

{11(t), 12(t), 1H(t)} and σ = max{ϑα−1, ϑβ−1, µ}. (36)

The following assumptions are necessary for the underlying theorem:

(H1) f is a continuous function.
(H2) There exists a function q∗ : [0,∞)→ [0,∞) which is continuous and non-decreasing and a function

h∗ : [0,∞)→ [0,∞) which is continuous and non-increasing, p1 ∈ C(J,R+) and p2 ∈ C(J,R+) such that

p2(t)h∗(‖u‖) ≤ f (t,u) ≤ p1(t)q∗(‖u‖),

for each (t,u) ∈ J × B.
(H3) There exists a constant r > 0 such that[

q∗(Kr + M‖φ‖B)‖p1‖∞
Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

]
≤ r.

(H4) There exists a constant L > r such that

[
h∗(KL + M‖φ‖B) ‖p2‖∞

]q−1
×

[∫ δ

ϑ
G(t, s)ϕq

(∫ δ

ϑ
H(s, τ)dτ

)
ds

]
≥ L.

(H5) There exists a constant R such that 0 < r < L ≤ σR and[
q∗(KR + M‖φ‖B)‖p1‖∞

Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

]
≤ R.

Theorem 4.2. If (H1) − (H5) are satisfied. Problem (1) has at least three positive solutions.

Proof. Relying on Leggett-William fixed point Theorem Transform, we transform problem (1) into a fixed
point problem. Considering the operator

N : B1 → B1

defined as the following:

N(y)(t) =

φ(t), t ∈ (−∞, 0],∫ 1

0 G(t, s)ϕq(
∫ 1

0 H(s, τ) f (τ, yτ)dτ)ds, t ∈ [0, 1].
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G(t, s) is defined in (17). Obviously, the fixed points of the operator N are solutions of problem (1), also
ρ(s, ys) is defined in (11). We define x(.) : (−∞, 1]→ R be the function defined as:

x(t) =

φ(t), if t ∈ (−∞, 0],
0, if t ∈ [0, 1].

Then, x0 = φ. For each z ∈ B with z0 = 0, we denote by z the function defined by

z(t) =

0, if t ∈ (−∞, 0],
z(t), if t ∈ [0, 1].

Let y(.) satisfy the integral equation

y(t) =

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, yτ)dτ

)
ds.

We partition y(.) into y(t) = z(t) + x(t), 0 ≤ t ≤ 1, which makes yt = zt + xt, for every t ∈ [0, 1], and the
function z(.) satisfies

z(t) =

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, zτ + xτ)dτ

)
ds.

Let B0 = {z ∈ C([0, 1],R) : z0 = 0} and ‖.‖1 be the seminorm in B0 defined by

‖z‖1 = ‖z0‖B + sup{|z(s)| : 0 ≤ s ≤ 1} = ‖z‖0.

B0 is a Banach space with the norm ‖.‖0. We let the operator P : B0 → B0 be defined by

P(z)(t) =

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, zτ + xτ)dτ

)
ds. (37)

It is easily seen that the operator N has a fixed point that is equivalent to the one P has, so we must prove
that P has a fixed point. We now show that P is completely continuous:

Step 1: P is continuous.
Let {zn} be a sequence such that zn → z in B0. Then,

|P(z)(t)| =

∣∣∣∣∣∣
∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, zτ + xτ)dτ

)
ds

∣∣∣∣∣∣
≤

Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

] [
Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1

× ϕq[‖ f (., z(.) + x(.))‖]

and

|P(zn(t) − P(z)(t)| ≤
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

] [
Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1

×[ϕq(‖ f (., zn(.) + x(.))‖) − ϕq(‖ f (., z(.) + x(.))‖)].

Since f is continuous, we get: ‖P(zn) − P(z)‖0 → 0 as n→∞.
Step 2: P maps bounded sets into bounded sets in B0.
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It is sufficient to show that for any ξ > 0, there exists a positive constant l such that for each
z ∈ Bξ = {z ∈ B0 : ‖z‖0 ≤ ς∗}, one has ‖Pz‖∞ ≤ l by (H2) we have for each t ∈ [0, 1],

|P(z)(t)| =
∫ 1

0

∣∣∣∣∣∣G(t, s)ϕq(
∫ 1

0
H(s, τ) f (τ, zτ + xτ)dτ)

∣∣∣∣∣∣ ds

≤

∫ 1

0
G(s, s)ϕq

(∫ 1

0
H(τ, τ)p1(τ)q(‖zτ + xτ‖)dτ

)
ds

=
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

] [
Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)
‖p1‖∞q(ς∗)

]q−1

=: l,

where

‖zτ + xτ‖B ≤‖zτ‖B + ‖xτ‖B
≤K(s) sup{|z(τ)| : 0 ≤ τ ≤ s} + M(s)‖z0‖B

+ K(s) sup{|x(τ)| : 0 ≤ τ ≤ s} + M(s)‖x0‖B

≤K sup{|z(τ)| : 0 ≤ τ ≤ s} + M‖φ‖B (38)
≤Kξ + M‖φ‖B = ς∗.

Step 3: P maps bounded sets into equicontinuous sets of B0.
Let t1, t2 ∈ [0, 1], such that t1 < t2, let Bξ be a bounded set of B0 as in Step 2 and let z ∈ Bξ. Then,

|P(z)(t2) − P(z)(t1)| ≤|
∫ 1

0
G(t1, s)ϕq

(∫ 1

0
H(s, τ) f (τ, zτ + xτ)dτ

)
ds

−

∫ 1

0
G(t2, s)ϕq

(∫ 1

0
H(s, τ) f (τ, zτ + xτ)dτ

)
ds|

≤

max
s∈[0,1]

(|G1(t2, s) − G1(t1, s)|) +
b(tα−1

2 − tα−1
1 )

d
max
s∈[0,1]

(|G2(η, s)|)


× ϕq

(
‖p‖∞q∗(ς∗)

∫ 1

0
H(τ, τ)dτ

)
.

By the continuity of the G function, we get zero on the right hand side of the inequality, as t2 → t1 and this
show that P(B(0, ξ)) is equicontinuous in B0. As a result of Steps 1 to 3 and the Ascoli-Arzela Theorem, we
can conclude that the operator P : B0 → B0 is completely continuous.
Let

% = {z ∈ B0 : z(t) ≥ 0 min
t∈[ϑ,δ]

z(t) ≥
σ
3
‖z‖0 for t ∈ J}

be a cone in B0. We show that P : %→ % is well defined. Let z ∈ %, then it follows from Lemma 2.6 and (37)
that

‖P(z)‖0 ≤
∫ 1

0
G(s, s)ϕq

(∫ 1

0
H(τ, τ) f (τ, zτ + xτ)dτ

)
ds

≤3
[∫ δ

ϑ
G(s, s)ϕq

(∫ δ

ϑ
H(τ, τ) f (τ, zτ + xτ)dτ

)
ds

]
.
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Also, considering Lemma 2.6 and (36) this means that for any t ∈ [ϑ, δ]

(Pz)(t) =

∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, zτ + xτ)dτ

)
ds

≥

∫ δ

ϑ

(
11(s)G1(s, s) +

bϑα−1

d
12(s)G2(s, s)

)
ϕq

(∫ δ

ϑ
1H(τ)H(τ, τ) f (τ, zτ + xτ)dτ

)
ds

≥σ

[∫ δ

ϑ
G(s, s)ϕq

(∫ δ

ϑ
H(τ, τ) f (τ, zτ + xτ)dτ

)
ds

]
≥
σ
3
‖Pz‖0.

This implies that P : %→ % is well defined. Using the assumptions (H1) − (H2) and (H5)
P : CR → CR is well defined and completely continuous. Let ψ : %→ [0,∞) is defined by

ψ(z) = min
t∈[ϑ,δ]

z(t).

It is evident that ψ is a non-negative concave continuous functional and

ψ(z) ≤ ‖z‖0 for z ∈ CR.

We are left to show that the hypotheses of Theorem 2.9 to be stated are satisfied.
We note that condition (A2) of Theorem 2.9 is valid for z ∈ Cr, and from (H2), (H3), and (38) we get

‖P(z)‖ = max
0≤t≤1

|P(z)(t)|

≤max
0≤t≤1

{∫ 1

0

(
|G1(t, s)| +

btα−1

d
|G2(η, s)|

)
ϕq

(∫ 1

0
H(s, τ)q∗(‖zτ + xτ‖)|p1(τ)|dτ

)
ds

}
≤max

0≤t≤1

{∫ 1

0
|G(t, s)|ϕq

(∫ 1

0
H(s, τ)q∗(K‖z‖0 + M‖φ‖B)p1(τ)dτ

)
ds

}
≤

∫ 1

0
G(s, s)ϕq

(∫ 1

0
H(τ, τ)q∗(K‖z‖0 + M‖φ‖B)p1(τ)dτ

)
ds

≤ϕq

(
q∗(Kr + M‖φ‖B)‖p1‖∞

Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

))
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

]
≤r.

We now proceed to show that condition (A1) of Theorem 2.9 is satisfied. Evidently, if z ∈ C(ψ,L, L
σ )

then L ≤ z(s) ≤ L
σ , s ∈ [ϑ, δ], and then {z ∈ C(ψ,L, L

σ ), ψ(z) > L} , ∅. By condition (H4) we have

ψ(P(z)) = min
ϑ≤t≤δ

{∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, zτ + xτ)dτ

)
ds

}
≥ min
ϑ≤t≤δ

{∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ)h∗(‖zτ + xτ‖)p2(τ)dτ

)
ds

}
≥ϕp

(
h∗(KL + M‖φ‖B)‖p2‖∞

)
min
ϑ≤t≤δ

{∫ δ

ϑ
G(t, s)ϕq

(∫ δ

ϑ
H(s, τ)dτ

)
ds

}
.

Thus, condition (A1) of Theorem 2.9 is satisfied.
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Finally, we show that condition (A3) of Theorem 2.9 is also satisfied. If z ∈ C(ψ,L,R) and ‖Pz‖ > L
σ ,

we get

ψ(P(z)) = min
ϑ≤t≤δ

{∫ 1

0
G(t, s)ϕq

(∫ 1

0
H(s, τ) f (τ, zτ + xτ)dτ

)
ds

}
≥σ‖Pz‖
≥L.

Thus, condition (A3) holds. By the Leggett and William fixed point theorem this implies that N has at least
three fixed points z1, z2, z3 which are solutions to problem (1).
In addition, we have

z1 ∈ Cr, z2 ∈ {z ∈ C(ψ,L,R) : ψ(z) > L}, z3 ∈ CR − {(ψ,L,R) ∪ Cr}.

Once more, condition (A3) of Theorem 2.9 is satisfied. By Theorem 2.9, there exist three positive solutions
z1, z2, z3 such that ‖z1‖ < r, L < α(z2(t)), and ‖z3‖ > r, with α(z3(t)) < L.
Finally, problem (1) has three positive solutions y1, y2, y3 such that

yi(t) =

φ(t), i f t ∈ (−∞, 0],
zi(t), i f t ∈ [0, 1], for i ∈ {1, 2, 3}.

The proof is complete.

5. Examples

In this section we give illustrative examples showing the necessity of the main results covered in previous
sections.

Example 5.1. Consider the following boundary value problem:

D
3
2 (ϕ2(D

3
2 y(t))) =

tπ|y(t)|
1 + |y(t)|

, t ∈ (0, 1), (39)

y(0) = 0, D
3
2 y(1) =

1
3

D
3
2 y

(1
4

)
, D

3
2 y(0) = 0, D

1
2 y(1) =

1
2

D
1
2 y

(1
4

)
,

where α =
3
2
, β =

3
2
, γ =

1
2
, p = q = 2, a =

1
3
, b =

1
2
, ξ =

1
4
, η =

1
4
, α − γ − 1 ≥ 0

and f ∈ C([0, 1] × [0,+∞), [0,+∞)).
Therefore, M1 = π and ap−1 = ( 1

3 )2−1 = 1
3 . By computation we see that

r ≥
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

] [
M1

Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1

=
14
15
π.

Hence, by Theorem 3.2, BVP (39) has a minimal positive solution v in Br and a maximal positive solution w in Br.

Example 5.2. Consider the following boundary value problem:

D
7
4 (ϕ 3

2
(D

3
2 y(t))) =

t
8

[2(|y(t)|
2
3 + 4‖y‖

1
3 ) + ‖y‖], t ∈ (0, 1), (40)

y(0) = 0, D
3
2 y(1) =

1
16

D
3
2 y

(1
3

)
, D

3
2 y(0) = 0, D

1
2 y(1) =

3
4

D
1
2 y

(1
4

)
,

where α = 3
2 , β = 7

4 , γ = 1
2 , p = 3

2 , q = 3, a = 1
16 , b = 3

4 , ξ = 1
3 , η = 1

4 , α − γ − 1 ≥ 0, d = 1
4 ,
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We set ϑ = 1
3 and δ = 2

3 . By computation we see that

B =
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

] [
Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1

= 0.37744

and

B1 =
1

Γ(α)

[∫ 1

0
(1 − s)α−γ−1

− (1 − s)α−1ds

+
b
d

∫ 1
3

0
((1 − s)η)α−γ−1

− (η − s)α−γ−1ds +
b
d

∫ 1

1
3

((1 − s)η)α−γ−1ds


×

[
1

Γ(β)

(∫ δ

ϑ
δβ−1(1 − τ)β−1dτ +

ap−1

1 − ap−1ξβ−1

∫ δ

ϑ
ξβ−1(1 − τ)β−1dτ

)]q−1

= 0.090137.

Taking ρ1 = 8, l5 = 2, we get

f (t, y) ≤
1
8

(2(4 + 8) + 8) = 4 = ϕp(l5‖y‖) = ϕ 3
2
(8 × 2), for t ∈ [0, 1], y ∈ [0, ρ1].

Therefore, condition (N2) is satisfied. It can be easily seen that condition (N1) holds.

Also, let l2 = 15 and l4 = 12,we get 0 <
1

l2B1
< 1 <

1
l5B

< +∞ and 0 <
1

l4B1
< 1 <

1
l5B

< +∞.

Hence, by Theorem 3.3, BVP (40) has at least two solutions y1 and y2 such that
0 < ‖y1‖ < 8 < ‖y2‖ for the given values of l5, l2 and l4.

Example 5.3. Consider the functional differential equation:

D
3
2 (ϕ2(D

3
2 y(t))) =

2‖yt‖et

3e
‖yt‖
10

√

4 + t2
, if t ∈ J = [0, 1], (41)

y(0) = 0, D
3
2 y(1) =

1
3

D
3
2 y

(1
4

)
, D

3
2 y(0) = 0, D

1
2 y(1) =

1
2

D
1
2 y

(1
4

)
, y(t) = φ(t) if t ∈ (−∞, 0],

where

α =
3
2
, β =

3
2
, γ =

1
2
, p = q = 2, a =

1
3
, b =

1
2
, ξ =

1
4
, η =

1
4
, α − γ − 1 ≥ 0.

We set φ such that ‖φ‖ = 1
10 , Bγ to be defined by:

Bγ = {u ∈ C((−∞, 0],R) : lim
θ→−∞

eγθu(θ) exists}

with the norm

‖u‖γ = sup
θ∈(−∞,0]

eγθ|u(θ)|.

Let u : (−∞, 1]→ R be such that u0 ∈ Bγ. Then

lim
θ→−∞

eγθu(θ) = lim
θ→−∞

eγθu(t + θ)

= lim
θ→−∞

eγ(θ−t)u(θ)

= eγt lim
θ→−∞

e−γθu0(θ) < +∞.
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Therefore, ut ∈ Bγ. We now prove that

‖ut‖ ≤ K(t) sup{|u(s)| : 0 ≤ s ≤ t} + M(t)‖y0‖γ,

where K = M = 1 and H = 1. we get u(t) = u(t + φ).
If t + θ ≤ 0 we have

‖ut(θ)‖ ≤ sup{|u(s)| : 0 ≤ s ≤ t}.

Hence, for all t + θ ∈ [0, 1], we get

‖ut(θ)‖ ≤ sup{|u(s)| : −∞ ≤ s ≤ 0} + sup{|u(s)| : 0 ≤ s ≤ t}.

Therefore,

‖ut‖γ ≤ ‖u‖0 + sup{|u(s)| : 0 ≤ s ≤ t}.

It is evident that (Bγ, ‖u‖γ) is a Banach space, we conclude that Bγ is a phase space. Since

f (t, y) =
2‖yt‖et

3e
‖yt‖
10

√

4 + t2
, (t, y) ∈ J × Bγ.

We choose

q∗(y) =
y
3
, p1(t) = et, h∗(y) = e

−y
10 , p2(t) =

2
√

4 + t2
, y ≥ 0, t ∈ [0, 1].

By the definitions of f , q∗, p1, h∗, p2, it follows that:

p2(t)h∗(‖y‖) ≤ f (t, y) ≤ p1(t)q∗(‖y‖).

By calculations, we obtain

min
ϑ≤t≤δ

∫ δ

ϑ

(
G1(t, s) +

b
d

G2(η, s)
) (∫ δ

ϑ
H(s, τ)dτ +

ap−1

1 − ap−1ξβ−1

∫ δ

ϑ
H(ξ, τ)dτ

)q−1

ds


=

 1
Γ(α)

∫ 2
3

1
3

δα−1(1 − s)α−γ−1ds +
( 1

2 )

( 1
2 )

∫ 2
3

1
3

(η(1 − s))α−γ−1ds


×

 1
Γ(β)

∫ 2
3

1
3

δβ−1(1 − τ)β−1dτ +
( 1

3 )

1 − ( 1
3 )( 1

4 )
3
2−1

∫ 2
3

1
3

ξβ−1(1 − τ)β−1dτ

2−1

=0.18383.

Also,[
h∗(KL + M‖φ‖B)‖p2‖∞

]q−1
= h∗

(
L +

1
100

)
and then[

h∗(KL + M‖φ‖B)‖p2‖∞

]q−1
×

[∫ δ

ϑ
G(t, s)ϕq

(∫ δ

ϑ
H(s, τ)dτ

)
ds

]
≥ L,

which gives

e−
1
10 ( 1

100−L)
× 0.18383 ≥ L and we choose L = 0.15.
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Also, [
q∗(Kr + M‖φ‖B)‖p1‖∞

]2−1
=

1
3

(r +
1

100
)e1

and

Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

] [
Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1

= 0.93333,

then [
q∗(Kr + M‖φ‖B)‖p1‖∞

Γ(β)
Γ(2β)

(
1 +

ap−1

1 − ap−1ξβ−1

)]q−1
Γ(α − γ)
Γ(2α − γ)

[
1 +

b
d

]
≤ r,

which gives

1
3

(
r +

1
100

)
e1
× 0.93333 ≤ r and we choose r = 0.10.

Also,

1
3

(
R +

1
100

)
e1
× 0.93333 ≤ R and we choose R = 0.17.

Since all assumptions of Theorem 4.2 are satisfied, Problem (41) has three positive solutions y1, y2 and y3.

Acknowledgements: The author are very appreciative of the constructive remarks by the referees.
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