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Available at: http://www.pmf.ni.ac.rs/filomat

Atomic Decompositions in Weighted Bergman Spaces of Analytic
Functions on Strictly Pseudoconvex Domains

Miloš Arsenovića

aUniversity of Belgrade, Department of Mathematics

Abstract. We construct an atomic decomposition of the weighted Bergman spaces Ap
α(D) (0 < p ≤ 1,

α > −1) of analytic functions on a bounded strictly pseudoconvex domain D in Cn with smooth boundary.
The atoms used are atoms in the real-variable sense.

1. Introduction

Let D be a bounded strictly pseudoconvex domain in Cn with smooth boundary. Then there is a
neighborhood U of D and a defining C∞ function ρ : U → (−1, 1) for D such that D = {z ∈ U : ρ(z) > 0},
‖∇ρ(z)‖ ≥ c > 0 for all z in ∂D, ρ > 0 on D and −ρ is strictly plurisubharmonic in a neighborhood W of ∂D.
Throughout the paper this defining function ρ is fixed. We use it to define weighted Lebesgue measure on
D: dλα(z) = ρα(z)dV(z) and weighted Lebesgue spaces Lp

α = Lp(D, dλα) for 0 < p ≤ ∞. The corresponding
(quasi)-norm is denoted by ‖ f ‖p,α. The space Lp

α is a Banach space for p ≥ 1 and a complete metric space
with metric d( f , 1) = ‖ f − 1‖pp,α for 0 < p < 1. Different choices of defining function ρ lead to equivalent
(quasi) norms ‖ · ‖p,α.

H(Ω) denotes the space of all holomorphic functions on an open set Ω ⊂ Cn. The weighted Bergman
space on D is defined by Ap

α(D) = Ap
α = Lp

α ∩H(D). We denote the Bergman kernel for Ap
α by Kα(z, ζ) and the

corresponding Bergman projection by Pα. We will always assume in the following that α > −1, otherwise
the above Ap

α spaces are trivial.
We are interested in atomic decomposition of Ap

α, 0 < p ≤ 1. There is an extensive literature on atomic
decomposition of various spaces, we note a paper [14] where atomic decomposition is obtained for more
general spaces, but using analytic atoms. The case of Hardy spaces was investigated in many papers, as
an example we mention, among many others, [9] and [8]. Results on atomic decompositions for function
spaces (Bloch, Hardy, BMO, weighted Bergman...) on the unit ball in Cn can be found in [20]. An atomic
decomposition result for a given space can be used to prove boundedness of an operator acting on such a
space simply by investigating the action of the operator on the atoms. Moreover, such decompositions can
be used to describe the dual of the corresponding space and derive properties of small Hankel operators
acting on the space. As an example of such applications, in the case of Hardy spaces, see [9].

The present paper is motivated by research of Z. Chen and W. Ouyang, see [3]. They derived atomic
decomposition for Ap

α(D) in the case of D = Bn, the unit ball in Cn, in terms of atoms which are compactly
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supported and satisfy certain moment conditions, see Definition 2.1 from [3]. They claimed that the methods
employed work also in the case of smoothly bounded strictly pseudoconvex domains in Cn. That claim is
indeed true. We use the same general scheme of proof as in [3] to establish an atomic decomposition result
in a more general setting. We plan to treat applications mentioned above in a separate publication.

Due to absence of explicit formulae for the Bergman kernel and related metrics, which are available in
the case of the unit ball, the general case presents various difficulties. In particular, we need C. Fefferman’s
estimates of derivatives of the Bergman kernel.

Section 2 contains preliminaries on the geometry of strongly pseudoconvex domains. The main point
is that we are working on a space of homogeneous type (D, dD, λα). This enables us to invoke results on
maximal functions on such spaces, which generalize classical theorems inRn. An exposition of this general
theory can be found in [17].

Sections 3 and 4 deal with three types of maximal functions: local Mδ f , global MT f and ”grand”ML,δ f .
The main result of these sections is that all of them are bounded in Lp(dλα) (quasi) norm when acting on Ap

α

spaces. These results are valid for all exponents p > 0.
In Section 5 we introduce (p, α)-atoms on D, 0 < p ≤ 1, and derive basic properties of these atoms. The

main result of that section is Theorem 2 which establishes the boundedness of Pα acting on these atoms.
Section 6 deals with Whitney type decompositions and partitions of unity, it has auxilliary character.

The main result of the paper is Theorem 3 in Section 7, which is an atomic decomposition theorem for
Ap
α(D).

We use common convention regarding constants: letter C denotes a constant which can change its value
from one occurrence to the next one.

2. Preliminary results

Set Dr = {z ∈ U : ρ(z) > r} and Γr = ∂Dr for −1 < r < 1. Also set W+
r = {z ∈ D : 0 < ρ(z) < r} and

Wr = {z ∈ U : −r < ρ(z) < r} for 0 < r < 1. There are r0 > 0 and c0 > 0 such that

‖∇ρ(w)‖ ≥ c0 for all w ∈ U with |ρ(w)| ≤ r0. (1)

We can assume, by shrinking r0 if necessary, that −ρ is strictly plurisubharmonic in a neighborhood of Wr0 .
Hence, for −r0 ≤ r ≤ r0 the domains Dr are also smoothly bounded strictly pseudoconvex domains and
Γr = {z ∈ U : ρ(z) = r}.

Let d(z) = dist(z, ∂D). Note that d(z) � |ρ(z)| for z in D−r0 ⊃ D.
The surface measure on ∂D is denoted by dσ and the surface measure on Γr is denoted by dσr for

0 ≤ r ≤ r0.

2.1. A flow, a projection map and change of variables

We are going to use the gradient flow corresponding to ρ. Namely, let ψ(w, r) denote the solution of an
initial value problem

d
dr
ψ(w, r) = ∇ρ(ψ(w, r)), ψ(w, 0) = w. (2)

Note that ψ(w, r) is defined for all w in a neighborhood U0 of D−r0 ⊃ D and all r ≥ 0. Also, as r increases the
point ψ(w, r) ”flows inside” starting at w.

Using (1) one deduces that for every z in Wr0 the integral curve through z intersects ∂D, let us denote
the intersection point, clearly unique, by π(z). Thus we have a C∞ map π from Wr0 to ∂D which might be
called a ”projection” from Wr0 onto ∂D.

More generally, if |ρ(w)| < r0 and −r0−ρ(w) < r < r0−ρ(w), then there is a unique point w′ on the integral
curve of (2) such that ρ(w′) = ρ(w) + r. Let us denote that point by κr(w). The map κ is C∞ in both variables
r and w, it has local group transformation property: κr ◦ κt(w) = κr+t(w) for small r and t, |ρ(w) < r0. Also,
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κr : ∂D → Γr is a C∞ diffeomorphism for |r| < r0. In particular we have the following change of variables
formula:∫

Γr

f (η)ar(η)dσr(η) =

∫
∂D

f (κr(ξ))dσ(ξ), f ∈ C(Γr), (3)

where ar(w) is a C∞ function on Wr0 such that 0 < c ≤ ar(w) ≤ C for some constants c and C which are
independent of r. There is a corresponding change of variables formula for volume integrals:∫

Dt

f (κ−t(w))dV(w) =

∫
D

f (z)J(z, t)dV(z) (4)

provided f ∈ C(D), supp f ⊂ W+
r0

, t ≥ 0 and κ−t(supp f ) ⊂ D. Here the Jacobian J(z, t) satisfies 0 < c ≤
J(z, t) ≤ C for some constants c and C independent of t.

2.2. Coordinate systems and differential operators
We are going to use differential operators acting on smooth functions in D. In order to define the

weighted order (adapted to the complex geometry of D) of such an operator we need a special family of
coordinate systems on D.

Proposition 1. Let ζ ∈ ∂D. Then there is a neighborhood Vζ ⊂ Cn of ζ contained in Wr0 and a C∞ map Ψζ = Ψ :
Vζ → (R2n)2n � (Cn)2n such that for each z ∈ Vζ the following conditions are satisfied:

1o: Ψ(z) = (Ψ1(z), . . . ,Ψ2n(z)) is an orthonormal basis of R2n;
2o: Ψ1(z) = −∇ρ(z)/‖∇ρ(z)‖;
3o: Ψ2 j(z) = iΨ2 j−1(z) for j = 1, . . . ,n, where identification of R2n with Cn is assumed;
4o: The vectors Ψ2 j−1(z), j = 2, . . . ,n, form a basis for the complex tangent space TCz (Γr), r = ρ(z).

Proof. Let us note that 4o follows from the remaining conditions: the vectors Ψk(z), 3 ≤ k ≤ 2n are
orthogonal to ∇ρ(z) and i∇ρ(z) and therefore span the complex tangent space TCz (Γr). The vectors Ψ1 and
Ψ2 are uniquelly determined by 2o and 3o. The task is to complete these two vector fields to an orthonomal
frame in a C∞ fashion so that condition 3o is satisfied.

We begin with locally selecting a C∞ orthonormal frame (Ψ j(η)2n
j=1 such that Ψ1(η) = −∇ρ(η)/‖∇ρ(η)‖ and

Ψ2 j(η) = iΨ2 j−1(η) for 1 ≤ j ≤ n. Here η is in a neighborhood Ωζ ⊂ ∂D of ζ. The tangent map Tηκr : TRη ∂D→
TRκr(η)∂Γr maps vectors Ψ j(η), j ≥ 3 to vectors Ψ′j(κr(η)) tangent to Γr at z = κr(η) (|r| < r0). We got a C∞ frame
(Ψ′j(z))2n

j=3 in a neighborhood V′ζ = ∪|r|<r0κr(Ωζ) ⊂ Wr0 of ζ. Now we define Ψ1(z) = −∇ρ(z)/‖∇ρ(z)‖, set
Ψ2(z) = iΨ1(z) and proceed inductively to define Ψ j(z) for j ≥ 3. If j is odd, it is obtained from Ψ′j(z) (and
previously defined vectors) using Gramm-Schmidt method. If j is even we set Ψ j(z) = iΨ j−1. For points
z near ζ the vector Ψ2(z), which clearly belongs to TRz Γr, r = ρ(z), is linearly independent from the vectors
Ψ′j(z), 1 ≤ 3 ≤ 2n. Similarly, for z near ζ, the replacement of Ψ′2 j(z) by iΨ′2 j−1(z) does not change the linear
span of the first 2 j vectors. Hence, in a neigborhood Vζ ⊂ V′ζ the above procedure yields the desired basis.
�

There is a finite cover of ∂D by such neighborhoods Vζ1 , . . . ,Vζl , therefore Wr1 ⊂ ∪
l
k=1Vζk for some

0 < r1 ≤ r0. Clearly, we can assume without loss of generality that r1 = r0. This allows us to attach to each
z ∈ Wr0 a special affine coordinate system. Namely, choose any k ∈ {1, . . . , l} such that z ∈ Vζk . Then the
relation

w − z =

2n∑
j=1

κ j(z,w)Ψζk
j (z)

which assigns to each w ∈ Cn the coordinates κ1(z,w), . . . , κ2n(z,w) of w − z with respect to the basis Ψζk (z)
is an affine map κz : Cn

→ R2n. We denote its inverse by θz.
For z ∈ D \ W+

r0
we define local coordinate system κz in an obvious manner: for w ∈ Cn we set

κz(w) = (<(w1 − z1),=(w1 − z1), . . .<(wn − zn),=(wn − zn)), again θz denotes its inverse.
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Since we are going to work with differential operators we use multi-index notation: for J = ( j1, . . . , j2n) ∈
Z2n

+ we set |J| = j1 + · · · + j2n (the order of J) and d(J) = j1 + j2 + ( j3 + · · · + j2n)/2 (the weighted order of J).
Given a function f ∈ C∞(D) and z ∈ D we denote by DJ

z f the action of differential operator

DJ =
∂|J|

∂ j1 w1∂ j2 w2 · · · ∂ j2n w2n

on f in local θz coordinates. More precisely: (DJ
z f )(w) = [DJ( f ◦ θz)](κz(w)) for w ∈ D.

We also define ”polynomials with respect to κz”. Namely, let z ∈ D and let J = ( j1, j2, . . . , j2n) be a multi
index. Then we define

PJ
z(w) = x j1

1 y j2
1 . . . x

j2n−1
n y j2n

n , where κz(w) = (x1, y1, . . . , xn, yn). (5)

2.3. Distances and pseudo-distances on D
We denote by dK the Koranyi type pseudo-hyperbolic distance on ∂D and set BK(z, r) = {w ∈ ∂D :

dK(z,w) < r}, z ∈ ∂D, see [18] for construction and properties of dK. Such distances were constructed in a
more general context of domains of finite type, see for example [13]. Note that dK(z,w) = |1 − 〈z,w〉|1/2 in
the case D is the unit ball in Cn. We define a quasi-metric d′D on W+

r0
by

d′D(z,w) = |ρ(z) − ρ(w)| + d2
K(π(z), π(w)), z,w ∈W+

r0
. (6)

We note that d′D, being a quasi-metric, satisfies the following inequality

d′D(z1, z3) ≤ Q(d′D(z1, z2) + d′D(z2, z3)), z1, z2, z3 ∈W+
r0
, (7)

where constant Q depends only on the domain D, we can assume Q ≥ 2.
It is convenient to extend this quasi-metric to D. Let us choose 0 < r′0 < r0 and a C∞ partition of unity

φ1 + φ2 = 1 subordinated to the cover of D by open sets Ω1 = W+
r0

and Ω2 = {z ∈ D : ρ(z) > r′0}; we can
extend φ1 continuously to the boundary of D by setting φ1(ζ) = 1 for ζ ∈ ∂D. Then we set

dD(z,w) = φ1(z)φ1(w)dD(z,w) + [1 − φ1(z)φ1(w)]|z − w|, z,w ∈ D. (8)

It is easy to check that dD is also a quasi-metric, with the same constant Q as d′D. However, it is defined on
D and coincides with d′D for z,w ∈W+

r′0
. Let RD denote the diameter of D with respect to quasi-metric dD.

Also, there are constants Q′ (a flow constant) and r2 ∈ (0, r0) such that

dD(κr(w),w) ≤ Q′r, 0 ≤ r ≤ r2, w ∈W+
r0
. (9)

Moreover, there is an ε1 > 0 such that BD(z, ε1) ∩Dr0 = ∅ for all z ∈W+
r2

. We fix such ε1.
On the other hand, note that by definition of the map κ we have

ρ(κr(w)) ≥ r, w ∈W
+

r0
, 0 < r ≤ r2. (10)

We denote by β the Bergman metric on D and the corresponding balls by Bβ(z, r) = {w ∈ D : β(z,w) < r}
where z ∈ D and r > 0. Similarly, we set BD(z, r) = {w ∈ D : dD(z,w) < r} for z ∈ D and r > 0. Let us note
that, for ζ ∈ ∂D and r > 0 the set BD(ζ, r) ∩ ∂D is the ball of radius

√
r centered at ζ in the dK metric on ∂D,

we denote it by Q(ζ,
√

r).
We state below five propositions on measures and distances in D, since these results are either known

or represent easy generalizations from the case of the unit ball, we omit the proofs.

Proposition 2. There are constants c1 = c1(D) and c2 = c2(D) in [1,+∞) such that

BK(π(z),
√
ρ(z)) ⊂ BD(z, c1ρ(z)), z ∈W+

r0
, (11)

BD(z, r) ⊂ B(z, c2r), z ∈ D, r > 0. (12)
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Proposition 3. Let γ > 0. Then there are constants 0 < σ < 1 and C > 0 depending only on γ and D such that

Dβ(w, γ) ⊂ BD(w,Cρ(w)), whenever 0 < ρ(w) < σ. (13)

Proposition 4. Let γ > 0. Then there are constants c1 = c1(γ,D) > 0 and C1(γ,D) < ∞ such that

c1ρ(w)n+1+α
≤ λα(Bβ(w, γ)) ≤ C1ρ(w)n+1+α, w ∈ D. (14)

Proposition 5. Let α > −1. Then there are constants c = c(α,D) > 0 and C = C(α,D) such that

crn+1 (
max(ρ(z), r)

)α
≤ λα(BD(z, r)) ≤ Crn+1 (

max(ρ(z), r)
)α (15)

for z ∈ D, 0 < r ≤ RD.

The above proposition implies that the measure dλα satisfies the doubling property with respect to
quasi-metric dD. This is the essential part of the following proposition.

Proposition 6. (D, dD, λα) is a homogeneous space.

This proposition enables us to use results from the theory of homogeneous spaces (see [17] and [19] for
discussion of homogeneuous spaces).

The following proposition states that | f (z)|p has subharmonic behavior with respect to (non-isotropic)
balls Bβ(z, r). It will play an important role in proving boundedness in norm of a maximal function operator,
see Proposition 9 below.

Proposition 7. Let 0 < p < ∞. Then there is a constant C, depending only on p and D, such that for any f ∈ H(D)
we have

| f (z)|p ≤
C

λα(Bβ(z, r))

∫
Bβ(z,r)

| f (w)|pdλα(w), z ∈ D, r > 0. (16)

3. Maximal functions

For a measurable function f on D the corresponding maximal function M f , with respect to homogeneous
space (D, dD, λα), is defined by

M f (z) = sup
r>0

1
λα(BD(z, r))

∫
BD(z,r)

| f (w)|dλα(w), z ∈ D. (17)

We record here the following classical result, see [17].

Proposition 8. The maximal function operator maps L1
α(D) into L1,∞

α (D), i.e. there is a constant C = C(D, α) such
that

λα({z ∈ D : M f (z) > λ}) ≤ C
‖ f ‖1,α
λ

, f ∈ A1
α(D), λ > 0. (18)

For 1 < q ≤ ∞ we have

‖M f ‖q,α ≤ C‖ f ‖q,α, f ∈ Lq
α(D), (19)

where C is a constant depending only on q, α > −1 and D.
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For z ∈ D and δ > 0 we define a neighborhood Aδ(z) of z by

Aδ(z) = {w ∈ D : dD(z,w) < δρ(w)}. (20)

Given a measurable function f on D we define its (local) maximal function

(Mδ f )(z) = sup
w∈Aδ(z)

| f (w)|, z ∈ D. (21)

Later we will see, in Lemma 2, that the different sizes of apertures δ > 0 lead to equivalent, in terms of
Lp(dλα) (quasi) norms, local maximal functions

We also define, for T > 0, the (global) maximal function of a measurable function f on D by

(MT f )(z) = sup
w∈D

(
ρ(w)

ρ(w) + dD(z,w)

)T

| f (w)|, z ∈ D. (22)

Next we prove that these two maximal functions acting on holomorphic functions are bounded sub-
linear operators in the weighted (quasi) norms ‖ · ‖p,α.

Proposition 9. If α > −1, δ > 0 and 0 < p < ∞ then there is a constant C, depending only on D, p, α and δ, such
that

‖Mδ f ‖p,α ≤ C‖ f ‖p,α, f ∈ Ap
α. (23)

Proof. Let us start with the following observation: for any C > 0 we have

BD(w,Cρ(w)) ⊂ BD(z,Q(C + δ)ρ(w)), z ∈ D, w ∈ Aδ(z). (24)

Indeed, if w ∈ Aδ(z) and u ∈ BD(w,Cρ(w)), then

dD(u, z) ≤ Q[dD(u,w) + dD(w, z)[< Q[Cρ(w) + δρ(w)] = Q(C + δ)ρ(w).

Next, let us fix γ > 0. Then by Propositions 7 and 4 we have

| f (w)|p/2 ≤
Cp,D

λα(Dβ(w, γ))

∫
Dβ(w,γ)

| f (z)|p/2dλα(z)

≤
Cp,DCγ,D
ρ(w)n+1+α

∫
Dβ(w,γ)

| f (z)|p/2dλα(z), w ∈ D.

Now we choose constants 0 < σ < 1 and C > 0 from Proposition 3. Then the above estimate, combined with
Proposition 5 and (24), gives

| f (w)|p/2 ≤
C

ρ(w)n+1+α

∫
BD(w,Cρ(w))

| f |p/2dλα (25)

≤
C

λα(BD(z,Q(C + δ)ρ(w))

∫
BD(z,Q(C+δ)ρ(w))

| f |p/2dλα (26)

≤ C(M| f |p/2)(z), 0 < ρ(w) < σ, w ∈ Aδ(z). (27)

Therefore we obtained the following pointwise estimate:

Mδ f (z) ≤ C[M(| f |p/2)(z)]2/p + sup
ρ(w)≥σ

| f (w)|, z ∈ D. (28)

Now we apply Proposition 8, with q = 2, and estimate

sup
ρ(w)≥σ

| f (w)| ≤ C(σ, p, α,D)‖ f ‖p,α,

which is valid even for harmonic functions, to (28) and complete the proof. �
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Lemma 1. Let N > 1 and let E be a measurable subset of D. Assume w is in AN(z) and BD(w, ρ(w)) ⊂ E. Then there
is a constant γ = γ(α,D) such that

M(χE(z)) ≥ γ(N + 1)−n−1−α. (29)

Proof. It is easily seen that

BD(z, (N + 1)ρ(w)) ⊂ BD(w,Q(2N + 1)ρ(w)) if w ∈ AN(z).

Let c(α,D) and C(α,D) be the constants from Proposition 5. Using (29) we obtain

(MχE)(z) ≥

∫
BD(z,(N+1)ρ(w)) χE dλα

λα(BD(z, (N + 1)ρ(w)))

≥
1

λα(BD(z, (N + 1)ρ(w)))

∫
BD(z,(N+1)ρ(w))

χBD(w,ρ(w)) dλα

≥
λα(BD(w, ρ(w)))

λα(BD(w,Q(2N + 1)ρ(w)))
≥

c(α,D)
C(α,D)

1
[Q(2N + 1)]n+1+α

,

and we see that one can take γ = c(α,D)/(3Q)n+1+αC(α,D). �

Lemma 2. There is a constant C, depending only on 0 < p < ∞, α > −1 and D such that∫
D

(MN f )pdλα ≤ C(N + 1)n+1+α

∫
D

(M1 f )pdλα, f ∈ Ap
α(D), N ∈N. (30)

Proof. Let us prove that for every t > 0 we have

{z ∈ D : MN f (z) > t} ⊂
{

z ∈ D : MχEt (z) >
γ

(N + 1)n+1+α

}
, (31)

where Et = {u ∈ D : M1 f (u) > t}. Indeed, if z belongs to the first set in (31), then | f (w)| > t for some w ∈ AN(z).
This implies that BD(w, ρ(w)) ⊂ Et and Lemma 1 gives (31). Using Proposition 8 and (31) we obtain

λα({z ∈ D : MN f (z) > t}) ≤ Cγ−1(N + 1)n+1+α
‖Et‖1,α

≤ C(N + 1)n+1+αλα({z ∈ D : M1 f (z) > t})

This weak type estimate gives Lp
α estimate (30) by a standard argument. �

Proposition 10. If α > −1, 0 < p < ∞ and Tp > n + 1 + α, then there is a constant C, depending only on D, p, α
and T such that

‖MT f ‖p,α ≤ C‖ f ‖p,α, f ∈ Ap
α. (32)

Proof. Let t > 0 and assume MT f (z) > t for some z ∈ D. Set

D0 = {w ∈ D : dD(z,w) < ρ(w)} = A1(z)

and
Dk = {w ∈ D : 2k−1ρ(w) ≤ dD(z,w) < 2kρ(w)} = A2k (z) \ A2k−1 (z), k ≥ 1.

Clearly D = ∪∞k=0Dk. Since MT f (z) > t there is a k ≥ 0 such that w ∈ Dk and(
ρ(w)

ρ(w) + dD(z,w)

)T

| f (w)| > t.
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If k = 0, then | f (w)| > t and therefore M1 f (z) > t > 2−Tt. If k ≥ 1, inequality(
ρ(w)

ρ(w) + dD(z,w)

)T

≤
1

2(k−1)T
, w ∈ Dk

gives M2k f (z) > 2(k−1)Tt. The above argument proves the following inclusion:

{z ∈ D : MT f (z) > t} ⊂
∞⋃

k=0

{z ∈ D : M2k f (z) > 2(k−1)Tt}, t > 0. (33)

Now we use (33) to estimate the Lp
α norm of MT f in terms of norms of localized maximal functions M2k f :

‖MT f ‖pp,α = p
∫
∞

0
tp−1λα({MT f > t})dt (34)

≤ p
∫
∞

0
tp−1

∞∑
k=0

λα({M2k f > 2(k−1)Tt}) dt

= p
∞∑

k=0

∫
∞

0
tp−1λα({M2k f > 2(k−1)Tt}) dt

=

∞∑
k=0

1
2(k−1)Tp

‖M2k f ‖pp,α.

≤ 2pTC
∞∑

k=0

2(n+1+α)k

2(k−1)Tp
‖M1 f ‖pp,α (35)

= C‖M1 f ‖pp,α.

Note that we used Lemma 2 in deducing (35) and condition Tp > n + 1 + α in ensuring convergence of the
series in (35). Now we apply Proposition 9 and complete the proof. �

4. Grand maximal function

In addition to maximal functions discussed in the previous section, we are going to use so called grand
maximal function. In order to define it, we have to consider certain spaces of test functions.

Let us fix a non-negative integer L. Then, for z0 ∈ D and 0 < r0 ≤ RD (RD is the dD - diameter of D) we set

‖1‖L;z0,r0 = λα(BD(z0, r0)) sup
|J|≤L

rd(J)
0 ‖D

J
z0
1‖L∞(BD(z0,r0)) (36)

for 1 ∈ C∞(D).
Let us define, for z ∈ D, 0 < r0 ≤ RD and 0 < δ ≤ 1, the setDL,δ,r0 (z) of test functions localized near z ∈ D

as the set of all 1 ∈ C∞(D) such that there is a point z0 in D satisfying

dD(z, z0) < δr0, supp 1 ⊂ BD(z0, r0), ‖1‖L;z0,r0 ≤ 1. (37)

We set, for z ∈ D and 0 < δ ≤ 1:
DL,δ(z) =

⋃
0<r0≤RD

DL,δ,r0 (z).

This set of test functions is used in the following definition of the grand maximal function of a measurable
function f on D:

ML,δ f (z) = sup
{∣∣∣∣∣∫

D
f (w)1(w)dλα(w)

∣∣∣∣∣ : 1 ∈ DL,δ(z)
}
, z ∈ D. (38)
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Proposition 11. Let T > 0 and δ > 0. Assume L is an integer and L > T. Then there is a constant C = C(D,L,T, δ)
such that for every holomorphic function f on D we have

ML,δ f (z) ≤ C(MS f (z) + MT f (z)), z ∈ D, (39)

where S = Q[Q′ + (1 + δ)Q], Q is the pseudometric constant from (7) and Q′ is the flow constant from (9).

Proof. Let us fix f ∈ H(D) and z ∈ D. Let us choose 1 ∈ DL,δ,r(z), where 0 < r ≤ RD. This means that for
some z0 ∈ D the condition (37) is satisfied. We want to estimate the absolute value of I =

∫
D f (w)1(w)dλα(w)

in terms of the right hand side of (39). Such an estimate is immediate for z in a compact subset of D and also
for r bounded away from zero. Therefore we assume 0 < r < r2 and z ∈ W+

r0
. Let us set fr0 (w) = f (κr0 (w)),

see Section 2. We have

|I| ≤
∣∣∣∣∣∫

D
[ f (w) − fr0 (w)]1(w)dλα(w)

∣∣∣∣∣ +

∣∣∣∣∣∫
D

fr0 (w)1(w)dλα(w)
∣∣∣∣∣ (40)

= |I1| + |I2|.

Let us estimate |I2|. Since supp 1 ⊂ BD(z0, r0) and dD(z, z0) ≤ δr0 we have

dD(w, z) ≤ Q(dD(w, z0) + dD(z0, z)) < Q(1 + δ)r0, w ∈ supp 1. (41)

Therefore, using (9), we obtain

dD(κr0 (w), z) ≤ Q[dD(κr0 (w),w) + dD(w, z)] < Q[Q(1 + δ) + Q′]r0, (42)

for w ∈ supp 1. On the other hand, using (10), we have ρ(κr0 (w)) ≥ r0 and we conclude that w ∈ AS(z) for
all w ∈ supp 1, i.e. BD(z0, r0) ⊂ AS(z). Next, taking J = 0 in (36), we have |1(w)| ≤ λα(BD(z0, r0))−1 and this
implies

|I2| ≤
1

λα(BD(z0, r0))

∫
BD(z0,r0)

| f (w)|dλα(w) ≤MS f (z). (43)

Now we consider I1. Let us fix a χ ∈ C∞(R) such that 0 ≤ χ(t) ≤ 1 for all t ∈ R, χ(t) = 1 for t ≤ 1, χ(t) = 0
for t ≥ 2 and set χr(t) = χ(t/r) for r > 0. Note that

|χk(t)| ≤ Ckr−k for k ≥ 0 and t ∈ R, (44)

where constants Ck do not depend on r > 0. Also, set a(w) = ‖∇ρ(w)‖, clearly a ∈ C∞(U). We are going to
use a substitute for the formula for integration in polar coordinates which is based on Fubini’s theorem and
(3). Namely, there is a C∞ density function s(ξ, r) = s(w) (w = κr(ξ)), 0 < c ≤ s(ξ, r) ≤ C such that for any λα
- integrable function f supported in W+

r0
we have∫

D
f (w)dλα(w) =

∫ 1

0

∫
∂D

f (κr(ξ))s(ξ, r)dσ(ξ)rαdr. (45)

Next we transform I1:

I1 =

∫
D
1(w)[ f (w) − fr0 (w)]dλα(w) = −

∫
D
1(w)

∫ r0

0

d
dt

f (κt(w))dt dλα(w)

= −

∫
D
1(w)

∫ r0

0

∂ f
∂ν

(κt(w))dt dλα(w)

= −

∫ 1

0

∫ r0

0

∫
∂D

∂ f
∂ν

(κt+r(ξ))1(κr(ξ))s(ξ, r)dσ(ξ) rαdt dr

= −

∫ 1

0

∫ r0

0
J(r, t)rαdt dr.
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Here ν = ν(w) is the unit outward pointing vector normal to Γρ(w) at w and

J(r, t) =

∫
∂D

∂ f
∂ν

(κt+r(ξ))1(κr(ξ))s(ξ, r)dσ(ξ). (46)

Let Gr(w) = 1(κr(w))χr(ρ(w)). Using (3) and Green’s formula we obtain

J(r, t) =

∫
∂D

∂ f
∂ν

(κt+r(w))Gr(w)s(κr(w))dσ(w)

=

∫
Γt+r

∂ f
∂ν

(u)Gr(κ−t−r(w))s(κ−t(w))a(w)dσt+r(w)

= J1(r, t) − J2(r, t) + J3(r, t).

where

J1(r, t) =

∫
Γt+r

f (w)
∂
∂ν

[Gr(κ−t−r(w))s(κ−t(w))a(w)]dσ(w),

J2(r, t) =

∫
Dt+r

f (w)∆w[Gr(κ−t−r(w))s(κ−t(w))a(w)]dV(w),

J3(r, t) =

∫
Dt+r

[Gr(κ−t−r(w))s(κ−t(w))a(w)∆w f (w)dV(w).

Note that J3(r, t) = 0 since f (w) is harmonic. Next we make a change of variables in J1(r, t) and J2(r, t),
replacing w by κr+t(w). This gives, using chain rule for differentiation, (3) and (4):

J1(r, t) =

∫
∂D

f (κr+t(w))A1[Gr(w)a1(w, r, t)]
dσ(w)

a(κr+t(w))
,

J2(r, t) =

∫
D

f (κr+t(w))A2[Gr(w)a2(w, r, t)]J(w, r + t)dV(w),

where A1, resp. A2, is a first order, resp. second order, linear differential operator with smooth and bounded
coefficients depending on w, r and t and a1 and a2 are C∞ functions; all partial derivatives of a1 and a2 are
bounded.

Let A be a linear partial differential operator in w variable of order l with bounded coefficients depending
on w and parameters r and t. Then

|A1(κr(w))| ≤ C
∑
|J|≤l

1

λα(BD(z0, r0))rd(J)
0

≤ C
∑
|J|=l

1

λα(BD(z0, r0))rd(J)
0

.

Here we used chain rule, a fact that κr(w) is a C∞ map and the assumption 1 ∈ DL,δ,r(z). This, combined
with (44), gives

|A[Gr(w)a(w, r, t)]| ≤
C

λα(BD(z0, r0))rl
0

, (47)

where a(w, r, t) is any C∞ function, with bounded partial derivatives up to order l, constant C depends only
on the operator A of order l and on a.

Next we write J2(r, t) = J2,1(r, t) + J2,2(r, t) where

J2,1(r, t) =

∫
D\Dr0

f (κr+t(w))A2[Gr(w)a2(w, r, t)]J(w, r + t)dV(w),
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J2,2(r, t) =

∫
Dr0

f (κr+t(w))A2[Gr(w)a2(w, r, t)]J(w, r + t)dV(w).

If κr(w) ∈ supp 1 then, by (41), we have

dD(κr+t(w), z) ≤ Q(dD(κr+t(w), κr(w)) + dD(κr(w), z)) ≤ Q(t + Q(1 + δ)r0)
≤ Q(1 + Q(1 + δ))r0 < ρ(w) ≤ Sr0 < Sρ(w)

for w ∈ Dr0 , in other words w ∈ AS(z). Therefore, since J(w, s) is bounded:

|J2,2(r, t)| ≤ (MS f )(z)
∫

Dr0

|A2[Gr(w)a2(w, r, t)]J(w, r + t)|dV(w)

≤ C(MS f )(z)
∫

Dr0

|A2[Gr(w)a2(w, r, t)]|dV(w).

Setting I1, j =
∫ 1

0

∫ r0

0 J j(r, t)dt rαdr for j = 1, 2 we have I1 = −I1,1 + I1,2. Using the above estimate and (47)
with l = 2 we obtain:∣∣∣∣∣∣

∫ 1

0

∫ r0

0
J2,2(r, t)dtrαdr

∣∣∣∣∣∣ =

∣∣∣∣∣∣
∫ 2r0

r0

∫ r0

0
J2,2(r, t)dtrαdr

∣∣∣∣∣∣ ≤ CMS f (z)
λα(BD(z0, r0))r2

0

×

∫ 2r0

r0

rα
(∫ r0

0
Vol(κ−r(BD(z0, r0)) ∩D)dt

)
dr

≤ CMS f (z). (48)

Therefore |I1,2| ≤ |
∫ 1

0

∫ r0

0 J2,1(r, t)rαdtdr| + CMS f (z). Combining the above estimates with (40) and (43) we
deduce:

|I| ≤

∣∣∣∣∣∣∣
∫ 1

0

∫ r0

0

∫
W+

r0

f (κr+t(w))A2[Gr(w)a2(w, r, t)]J(w, r + t)dV(w)dtrαdr

∣∣∣∣∣∣∣
+

∣∣∣∣∣∣
∫ 1

0

∫ r0

0

∫
∂D

f (κr+t(w))A1[Gr(w)a1(w, r, t)]
dσ(w)

a(κr+t(w))
dt rαdr

∣∣∣∣∣∣
+ CMS f (z). (49)

Now we apply the same methods to the above two integrals. Namely, for fixed 0 < t < r0 the double integral
with respect to dr and dσ(w) in the second one is of the same form as the initial one, but with f replaced by f◦κt
and we can repeat the same method involving Green’s formula. For the first integral we repeat the process
which starts by decomposition of f ◦ κr+t into a sum of ( f ◦ κr+t)(κr0 (w)) and ( f ◦ κr+t)(w)− ( f ◦ κr+t)(κr0 (w)).
Note that the number of repeated integrals increases by one (one new integration with respect to t) or by two
(one new integration with respect to t and one new one dimensional ”radial” integration). Moreover, each
new integration comes with action of a second order (resp. first order) linear partial differential operator
with smooth bounded coefficients. Clearly, we have an iterative procedure and after l iterations we obtain
an estimate

|I| ≤ CMS f (z) + C
∑

0≤k≤l

I(k, l),

where

I(k, l) =
∫ 1

0 rαdr
∫ r0

0 · · ·
∫ r0

0 dsk . . . ds1

∫ r0

0

∫ r0

t1
· · ·

∫ r0

tl−1
dtl . . . dt1

∫
∂D dσ(ξ)

| f (κs1+···+sk+tl (ξ))Ak+l[Gr(κs1+···+sk (ξ))a(ξ, r, s1, . . . , sk, t1, . . . , tl)]|,

the order of operator Ak+l is k + l. If we apply (41) to w = κr+s1+···sk (ξ) we conclude that either the integrand
is zero or

dD(κs1+···+sk+tl (ξ), z) ≤ QdD(κs1+···sk+r(ξ), κs1+···+sk+tl (ξ))
+QdD(κs1+···+sk (ξ), z))

< Qr0 + Q2(1 + δ)r0 < Q2(2 + δ)r0.
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Since ρ(κs1+···+sk+tl (ξ) ≥ tl we can assume that in the integrand the following estimate holds:

| f (κs1+···+sk+tl (ξ))| ≤
(
1 +

dD(z, κs1+···+sk+tl (ξ))
ρ(κs1+···+sk+tl (ξ))

)T

MT f (z)

≤

(
1 +

Q2(2 + δ)r0

tl

)T

MT f (z)

≤ C
( r0

tl

)T
MT f (z)

Also, if the integrand is nonzero, then we have dD(κr+s1+···+sk (ξ), z0) ≤ r0 and this implies

dD(κr(ξ), z0) ≤ Q(dD(z0, κr+s1+···+sk (ξ)) + dD(κr+s1+···+sk (ξ), κr(ξ)))
≤ Q(r0 + s1 + · · · + sk) ≤ Q(k + 1)r0.

Therefore in the surface integration appearing in (50) one can restrict domain of integration to Er = {ξ ∈
∂D : dD(κr(ξ), z0) ≤ Q(k + 1)r0}. Hence, using (47), we obtain:

I(k, l) ≤ C
MT f (z)

λα(BD(z0, r0))rk+l
0

∫ 1

0
rαdr

∫ r0

0
· · ·

∫ r0

0
dsk . . . ds1∫ r0

0

∫ r0

t1

· · ·

∫ r0

tl−1

dtl . . . dt1

∫
Er

dσ(ξ)
( r0

tl

)T

≤ C
MT f (z)rT−l

0

λα(BD(z0, r0))

∫ 1

0
rα

∫ r0

0

∫ r0

t1

· · ·

∫ r0

tl−1

1
tT
l

dtl . . . dt1

∫
Er

dσ(ξ).

The above estimate is valid for any l ≥ 1. Now we choose l = L, which, since L > T, ensures convergence of
the iterated integrals over t-variables. This gives, for 0 ≤ k ≤ L, the following estimate

I(k,L) ≤ C
MT f (z)

λα(BD(z0, r0))

∫ 1

0
rασ(Er)dt ≤ CMT f (z), (50)

which completes the proof. �
The above proposition combined with Proposition 9 and Proposition 10 gives the main result of this

section.

Theorem 1. If L > 0 is an integer such that Lp > n + 1 + α, then

‖ML,δ f (z)‖p,α ≤ C‖ f ‖p,α, f ∈ Ap
α. (51)

5. Atoms in Lp
α(D), 0 < p ≤ 1, α > −1

Starting from this section we assume that 0 < p ≤ 1. We set

Np,α =

(
1
p
− 1

)
max {2(n + 1), 2(n + 1 + α)} . (52)

We set, for φ ∈ C∞(BD(z, r)), where z ∈W+
r2

and 0 < r < ε1 (for the choice of ε1 see a remark after formula
(9)), and a non-negative integer N:

‖φ‖N,(z,r) =
∑
|J|=N

rd(J)
‖DJ

zφ‖L∞(BD(z,r)). (53)

Let N > Np,α be an integer. We say that a measurable function a on D is an (p, α,N) atom if there are z ∈W+
r2

and r < ε1 such that the following four conditions are satisfied:
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1o. Support: supp a ⊂ BD(z, r).
2o. Size: ‖a‖L∞(D) ≤ λα(BD(z, r))−1/p.
3o. Cancelation:

∫
D adλα = 0.

4o. Moments condition: For any φ ∈ C∞(BD(z, r)) we have∣∣∣∣∣∣
∫

BD(z,r)
a(w)φ(w)dλα(w)

∣∣∣∣∣∣ ≤ ‖φ‖N,(z,r)λα(BD(z, r))1−1/p. (54)

Also, any measurable function a such that ‖a‖L∞(D) ≤ 1 is considered to be an (p, α,N) atom. This allows
us to work near the boundary in questions related to atomic decomposition. When N = [Np,α] + 1 we say
simply (p, α)-atom.

Strictly speaking, the above atoms should be called (p,∞,N, α) atoms, or (p,∞, α) atoms, indicating that
one could consider instead of 2o condition

‖a‖q,α ≤ λα(BD(z, r))1/q−1/p

and work with (p, q,N, α)-atoms. Since we will always have q = ∞we use the above convention.

Lemma 3. For any (p, α,N) atom a we have ‖a‖p,α ≤ 1.

Proof. This follows immediately from conditions 1o and 2o. �
Let ck be a sequence in lp, 0 < p ≤ 1 and let ak be a sequence of (p, α,N) atoms on D. Then the series

∑
k ckak

converges in Lp
α to a function f and we have ‖ f ‖p,α ≤

∑
k |ck|

p. Real variable atomic weighted Bergman space
Atp

α(D) = Atp
α is defined as the set of all f ∈ Lp

α which admit representation

f =

∞∑
k=1

ckak, c = (ck)∞k=1 ∈ lp, ak are (p, α) atoms, k ≥ 1. (55)

Note that the series in (55) converges unconditionally.
For f ∈ Atp

α we define its ”atomic quasi-norm” by

‖ f ‖pp,α,at = inf

 ∞∑
k=1

|ck|
p : f =

∞∑
k=1

ckak

 , (56)

where infimum is taken over all representations of f as described above.
The following estimate on the derivatives of the Bergman kernel Kα due to C. Fefferman, see [7], is

essential ingredient in the proof of Theorem 2 below.

Lemma 4. Let N ≥ 0 be an integer. Then there is a constant C depending only on N, D and α such that for every z0
and z in W+

r2
satisfying dD(z, z0) ≤ ε1 we have

|DJ
z0

(Kα(z, ·))(w)| ≤
C

dD(z,w)d(J)λα(BD(w, dD(z,w)))
if

dD(w, z0) <
dD(z, z0)

Q2 .

The main result of this section is the following theorem.

Theorem 2. Let N > Np,α be an integer. Then there is a constant C = C(D, p, α,N) such that

‖Pα(a)‖p,α ≤ C (57)

for any (p, α,N) atom a.
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Proof. Let a be an (p, α,N) atom. Assume ‖a‖∞ ≤ 1. Since Pα is bounded on L2
α, p < 2 and λα(D) < ∞ we

have

‖Pα(a)‖p,α ≤ C‖Pα(a)‖2,α ≤ C‖a‖2,α ≤ Cλα(D)1/2.

Next, let a be an atom supported in BD(z0, r0), z0 ∈ W+
r2

, 0 < r0 < ε1 satisfying conditions 1o - 4o with z0

and r0 in place of z and r. We decompose D into D0 = {z ∈ D : dD(z, z0) ≤ Q2r0} and Dk = {z ∈ D : Qk+1r0 <
dD(z, z0) ≤ Qk+2r0}, k ≥ 1. Then, since Pα is bounded on L2

α, we have

∫
D0

|Pα(a)(z)|pdλα(z) ≤

(∫
D0

|Pα(a)(z)|2dλα(z)
)p/2

λα(BD(z0,Q2r0))1−2/p

≤ C‖a‖p2,αλα(BD(z0,Q2r0))1−2/p
≤ C.

In the last inequality we used conditions 1o and 2o. For every k ≥ 1 we have, using moments condition 4o,
the following estimate:

∫
Dk

|Pα(a)(z)|pdλα(z) =

∫
Dk

∣∣∣∣∣∫
D

Kα(z, ζ)a(ζ)dλα(ζ)
∣∣∣∣∣p dλα(z)

=

∫
Dk

∣∣∣∣∣∣
∫

BD(z0,r0)
Kα(z, ζ)a(ζ)dλα(ζ)

∣∣∣∣∣∣p dλα(z)

≤ C
∫

Dk

(
‖Kα(z, ·)‖N,(z0,r0)λα(BD(z0, r0))1−1/p

)p
dλα(z)

= Cλα(BD(z0, r0))p−1
∫

Dk

‖Kα(z, ·)‖pN,(z0,r0)dλα(z)

In order to estimate the integrand, let us note at first that for w ∈ BD(z0, r0) and z ∈ Dk we have
dD(w, r0) < r0 and dD(z0, z) > Qk+1; therefore for such z and w we have

dD(w, z0) < r0 ≤ Qk−1r0 <
dD(z, z0)

Q2 , (58)

dD(z,w) ≥
1
Q

(dD(z, z0) −Qd(w, z0)) > Qkr0 − r0 > Qk−1r0. (59)

Also, if ζ ∈ BD(z0,Qk−1r0) then

dD(ζ,w) ≤ Q(dD(ζ, z0) + d(z0,w)) ≤ Qkr0 + Qr0 ≤ Qk+1r0

for every w ∈ BD(z0, r0). Therefore, using (59), we obtain for w ∈ BD(z0, r0) and z ∈ Dk the following
inclusions

BD(z0,Qk−1r0) ⊂ BD(w,Qk+1r0) ⊂ BD(w,Q2d(z,w)). (60)

Now (58) ensures that we can apply the estimates of derivatives of Kα given in Lemma 4 and obtain,
using respectively (59), doubling property of λα, (60) and inequality d(J) ≥ |J|/2, the following uniform
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estimate over z ∈ Dk:

‖Kα(z, ·)‖N,(z0,r0) =
∑
|J|=N

rd(J)
0 sup

w∈BD(z0,r0)
|DJ

z0
Kα(z, ·)(w)|

≤ C
∑
|J|=N

rd(J)
0 sup

w∈BD(z0,r0)

1
dD(z,w)d(J)λα(BD(w, dD(z,w)))

≤ C
∑
|J|=N

rd(J)
0 sup

w∈BD(z0,r0)

1
(Qk−1r0)d(J)λα(BD(w, dD(z,w)))

≤ C
∑
|J|=N

(Qk−1)−d(J) sup
w∈BD(z0,r0)

1
λα(BD(w,Q2dD(z,w)))

≤ C
∑
|J|=N

(Qk−1)−d(J) 1
λα(BD(z0,Qk−1r0))

≤ C(Qk−1)−N/2 1
λα(BD(z0,Qk−1r0))

.

(61)

Therefore, using doubling property of λα, we obtain from the previous estimates∫
Dk

|Pα(a)(z)|pdλα(z) ≤ C(Qk−1)−pN/2λα(Dk)λα(BD(z0, r0))p−1

λα(BD(z0,Qk−1r0))p

≤ C(Qk−1)−pN/2
(

λα(BD(z0, r0))
λα(BD(z0,Qk−1r0))

)p−1

= Ik

Let k0 be the largest integer k such that Qk−1r0 ≤ ρ(z0). Then using Proposition 5 we obtain

Ik ≤ C
1

(Qk−1)
pN
2

1
Q(k−1)(n+1)(p−1)

= [Q
p
2 (k−1)]2(n+1)(1/p−1)−N, k ≤ k0 (62)

However, since N > 2(n + 1)(1/p − 1) due to N ≥ Np,α we obtain
∑

k≤k0
Ik ≤ C, where C depends only on Q

and the constants involved in Lemma 4. Similarly we obtain, for k > k0

Ik ≤ C
1

Q(k−1) pN
2

1
Q(k−1)(n+1+α)(p−1)

= [Q
p
2 (k−1)]2(n+1+α)( 1

p−1)−N, k > k0 (63)

Again, since N > 2(n + 1 + α)(1/p − 1) due to N ≥ Np,α we obtain
∑

k>k0
Ik ≤ C where C = C(D, α).

Adding up these estimates we complete the proof:∫
D
|Pα(a)|pdλα ≤ C +

∑
k≤k0

Ik +
∑
k>k0

Ik ≤ C �. (64)

Corollary 1. If ak is a sequence of (p, α) atoms, then for any complex sequence ck in lp the series
∑

k ckPα(ak)(z)
converges unconditionally in Ap

α(D) to a function 1 ∈ Ap
α(D) and we have

‖1‖
p
p,α ≤ C

∞∑
k=1

|ck|
p, (65)

where C is a constant depending only on D, p and α.

An equivalent statement is that the Bergman projection maps Atp
α(D) continuously into Ap

α(D):

‖Pα( f )‖p,α ≤ C‖ f ‖p,α,at, f ∈ Atp
α(D). (66)
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6. Partitions of unity

We use the following notation: distD(z,A) = inf{dD(z, a) : a ∈ A} for z in D and A ⊂ D. The next lemma is
a well known Whitney type decomposition for homogeneous spaces, applied to (D, dD, λα), see for example
[19], Lemma 2.4.

Lemma 5. There is an integer N0 ≥ 1 and there are constants 0 < λ < ν < 1 < µ such that for every open set
Ω ⊂ D, Ω , D there is a sequence of pseudo-balls BD(zi, ri) in Ω such that

1o. For every i we have ri = 1
2Q distD(zi,Ωc).

2o. Ω =
⋃

i BD(zi, νri).
3o. BD(zi, µri) ∩Ωc , ∅ for every i.
4o. The balls BD(zi, λri) are pairwise disjoint.
5o. No point in Ω lies in more than N0 of the balls BD(zi, ri).

The following lemma is proved with help of the above lemma in the same fashion as in [9], Lemma 4.3.

Lemma 6. Let V be an open subset of D, V , D. Then there is a sequence BD(z j, r j) of pseudo-balls, a sequence of
functions φ j ∈ C∞(D) and a constant µ > 1 depending only on D satisfying the following properties:

1o. 0 ≤ φ j(z) ≤ 1, z ∈ D.
2o.

∑
j φ j = χV.

3o. suppφ j ⊂ BD(z j, r j).
4o. For any nonnegative integer L there is a constant cL > 0 depending only on L and D such that for each j and

any w j ∈ BD(z j, µr j) \ V we have

cL

‖φ j‖1,α
φ j ∈ DL,δ(w j).

7. Atomic Decomposition

Finally we state the main result of this paper.

Theorem 3. Let 0 < p ≤ 1 and α > −1. Let N > Np,α be an integer. For any f ∈ Ap
α(D) there is a sequence ck of

complex numbers such that
∑

k |ck|
p < ∞ and a sequence ak of (p, α,N) atoms such that:

1o. f =
∑

k ckak in the sense of distributions.
2o. f =

∑
k ckak, where the series converges unconditionally in Lp(D, λα).

3o. f =
∑

k ckP(ak), where the series converges unconditionally in Ap
α(D).

4o.
∑

k |ck|
p
≤ C‖ f ‖pp,α, where constant C depends only on D, p, N and α.

In contrast with the case of Hardy spaces, unconditional convergence in norm is obtained even for p < 1.
Let us note that Theorem 3 combined with Theorem 2 gives the following proposition.

Proposition 12. Let 0 < p ≤ 1 and α > −1. Then we have

‖ f ‖pp,α � inf

∑
k

|ck|
p : f =

∑
k

ckPα(ak)

 , f ∈ Ap
α(D), (67)

where infimum is taken over all decompositions of f as a sum of series
∑

k ckak as described in the above theorem.

The proof of Theorem 3 is rather long, let us observe that it suffices to prove existence of ck and ak such
that 1o and 4o holds. Indeed, since ‖a‖p,α ≤ 1 by Lemma 3, we obtain 2o. Then, using ‖Pα(ak)‖p,α ≤ C obtained
in Theorem 2, we get f = Pα(

∑
k ckak) =

∑
k ckPα(ak), which is part 3o.
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We begin the proof of Theorem 3, following closely arguments from [3]. Let us choose f ∈ Ap
α and

select N > Np,α. Let µ > 1 be the constant from Lemma 5. Let us choose δ > 0 and an integer L ≥
max{N, 1

p (n + 1 + α) + 1}. Using Theorem 1 and Proposition 9 we obtain

ML,µ f + Mδ f ∈ Lp
α(D).

Let k0 ∈ Z be the smallest integer such that

‖ML,µ f + Mδ f ‖p,α ≤ 2k0λα(D)1/p.

For k = 0, 1, 2, . . . we define
Vk = {z ∈ D :ML,µ(z) + Mδ f (z) > 2k0+k

}.

Then Vk is an open subset of D and, by the choice of k0, Vk , D for any k ≥ 0. If Vk = ∅ for some k the
theorem is trivial, because we consider any measurable function a such that ‖a‖L∞(D) ≤ 1 to be an atom.
Therefore we assume Vk , ∅ for all k ≥ 0.

For each k ≥ 0 we choose a Whitney type cover (BD(zk
j , r

k
j))
∞

j=1 of Vk and a partition of unity (φk
j)
∞

j=1 for Vk

as given in Lemma 6.
For each j, k we have a probability measure

dλα,φk
j
=

φk
j

‖φk
j‖1,α

dλα

and the corresponding Hilbert space L2(D, dλα,φk
j
) which we denote simply by L2

α,φk
j
; the norm on this space

is denoted by ‖ · ‖α,φk
j
.

Let, for an integer L ≥ 0, VL
φk

j
denote the finite dimensional subspace of L2

α,φk
j

spanned by ”polynomials”

PJ
zk

j
, |J| ≤ L. Let πJ(z), |J| ≤ L, be an orthonormal basis for VL

φk
j
.

The following lemma is proved in the same manner as Lemma 4.3 from [3], see also [9].

Lemma 7. For every integer L ≥ 0 there is a constant CL > 0 depending only on L and D such that

CL

‖φk
j‖1,α

πJφ
k
j ∈ DL,µ(wk

j) (68)

for all wk
j ∈ BD(zk

j , µrk
j) \ Vk.

LetPL
φk

j
be the orthogonal projections of L2

α,φk
j
onto its subspace VL

φk
j
. Using the above lemma one deduces,

as in [8], the following lemma (see also [3]):

Lemma 8. There is a constant C > 0 such that for all f ∈ Ap
α and all i, j, k ∈N we have∣∣∣∣∣PL

φk
j
( f )(z)φk

j(z)
∣∣∣∣∣ ≤ C2k0+k (69)

and ∣∣∣∣∣PL
φk+1

j

([
f − PL

φk+1
j

( f )
]
φk

j

)
(z)φk+1

j (z)
∣∣∣∣∣ ≤ C2k0+k+1. (70)
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Continuing with the proof of Theorem 3 we have, for each k ≥ 1:

f =

 f −
∞∑
j=1

fφk
j

 +

∞∑
j=1

fφk
j = hk +

∞∑
j=1

(
f − PL

φk
j
( f )

)
φk

j , (71)

where

hk =

 f −
∞∑
j=1

fφk
j

 +

∞∑
j=1

P
L
φk

j
( f )φk

j . (72)

Using (69) and property 5o from Lemma 5 we obtain∣∣∣∣∣∣∣∣
∞∑
j=1

P
L
φk

j
( f )(z)φk

j(z)

∣∣∣∣∣∣∣∣ ≤ C2k0+k.

Since (φk
j)
∞

j=1 form a partition of unity for Vk we have

supp ( f − hk) = supp

 ∞∑
j=1

[
f − PL

φk
j
( f )

]
φk

j

 ⊂ Vk, k ≥ 1.

Since ∩∞k=1Vk = ∅ this means that limk→∞( f − hk)(z) = 0 a.e. z ∈ D. Therefore

f = h0 +

∞∑
k=0

(hk+1 − hk) a.e. (73)

Now one easily sees that

hk+1 − hk = ( f − hk) − ( f − hk+1)

=

∞∑
j=1

[
f − PL

φk
j
( f )

]
φk

j −

∞∑
j=1

[
f − PL

φk+1
j

( f )
]
φk+1

j

=

∞∑
j=1

[
f − PL

φk
j
( f )

]
φk

j

−

∞∑
i=1

∞∑
j=1

{[
f − PL

φk+1
i

( f )
]
φk

j − P
L
φk+1

i

([
f − PL

φk+1
i ( f )

]
φk

j

)}
φk+1

j

=

∞∑
j=1

bk
j

where

bk
j =

[
f − PL

φk
j
( f )

]
φk

j

−

∞∑
i=1

{[
f − PL

φk+1
i

( f )
]
φk

j − P
L
φk+1

i

([
f − PL

φk+1
i ( f )

]
φk

j

)}
φk+1

j .

Therefore we have
f = h0 +

∑
j,k

bk
j .
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This gives us desired atomic decomposition after normalization. Namely, we set ak
j = 2−kλα(BD(zk

j , r
k
j))
−1/pbk

j .

The conditions on support and size follow from the construction (since (φk
j)
∞

j=1 is a partition of unity for Vk)

and from Lemma 8. Lemma 7 ensures that ak
j satisfy the moment and cancellation conditions, Therefore ak

j
are atoms. Next we have, using definition of the sets Vk:∑

j,k

2kpλα(BD(zk
j , r

k
j)) ≤ C

∑
k

2kpλα(Vk)

≤ C
∫
∞

1
tp−1λα{z : (ML,µ f + Mδ f )(z) > 2k0+k

} dt

≤ C‖ f ‖pp,α.

Theorem 1 is used in the last inequality and property 5o from Lemma 5 in the first inequality. This gives 4o,
since we have almost everywhere convergence condition 1o is also satisfied. �.
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[6] Ž. Čučković and J. D. McNeal, Special Toeplitz operators on strongly pseudoconvex domains, Rev. Mat. Iberoam. 22 (2006), 851-866.
[7] C. Fefferman, The Bergman kernel and biholomorphic mappings of pseudoconvex domains, Invent. Math. 26 (1974), 1-65. DOI:

10.1007/BF01406845.
[8] S. Grellier and M. M. Peloso, Decomposition Theorems for Hardy Spaces on Convex Domains of Finite Type, Illinois Journal of

Mathematics Volume 46, Number 1, Spring 2002, Pages 207-232
[9] S. G. Krantz and S.-Y. Li, On decomposition theorems for Hardy spaces on domains in Cn and applications, J. Fourier Anal. Appl. 2(1)

(1995), 65-107.
[10] Songxiao Li and Romi F. Shamoyan, On some extensions of theorems on atomic decompositions of Bergman and Bloch spaces in the unit

ball and related problems, Complex Variables and Elliptic Equations Vol. 54, No. 12, December 2009, 1151-1162.
[11] S. Li and W. Luo, On characterization of Besov space and application. Part I, J. of Math. Analysis and Applications, 310(2005), 477-491.
[12] S. Li and W. Luo, Analysis on Besov spaces II: Embedding and Duality Theorems, J. of Math. Analysis and Applications, 2007.
[13] J. D. McNeal, Estimates on the Bergman Kernels of Convex Domains, Advances in Mathematics 109, (1994), 108-139.
[14] J. M. Ortega and J. Fabrega, Mixed-norm spaces and interpolation, Studia Mathematica (109), no. 3, (1994), 233-254.
[15] M. M. Peloso, Hankel Operators on Weighted bergman Spaces on Strongly Pseudoconvex Domains, Illinois Journal of Mathematics,

Volume 38, Number 2, Summer 1994, 223-249.
[16] R. M. Range, Holomoprhic Functions and Integral Representations in Several Complex Variables, Springer Verlag, New York, 1986.
[17] E. M. Stein, Harmonic Analysis, Real Variable Methods, Orthogonality, and Oscillatory Integrals, Princeton Univ. Press, Princeton, NJ,

1993.
[18] E. M. Stein,Boundary behavior of holomorphic functions of several complex variables, Math. Notes, Princeton University Press, Princeton,

N. J. 1972.
[19] E. Tchoundja, Carleson measures for generalized Bergman spaces via a T(1)-type theorem, Ark. Mat., 46 (2008), 377-406.
[20] K. Zhu, Spaces of Holomorphic Functions in the Unit Ball, Springer-Verlag, New York, 2005.


