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Abstract. In this paper, we will use some new properties of non-compactness measure, in order to establish
a description of the M-essential spectrum for some matrix operators on Banach spaces.

1. Introduction

In this paper we shall study the M-essential spectra of a general class of operators defined by a 2 × 2
block operator matrix acting in a product of Banach spaces X × X

L0 =

(
A B
C D

)
,

where the operators occurring in the representation of L0 are unbounded. A acts on the Banach space X
and has the domainD(A), D is defined onD(D) and acts on X. The intertwining operators B, C are defined
respectively on D(B), D(C) and act on X. Below, we shall assume that D(A) ⊂ D(C) and D(B) ⊂ D(D).
Then the matrix L0 defines a linear operator in X with domainD(A) ×D(B).

Note that in general L0 is not closed or closable, even if its entries are closed. But the authors in [4], give
some sufficient conditions under which L0 is closable and describe its closure which we shall denote L.
Remark that in the work [7], M. Faierman, R. Mennicken and M. Möller give a method for dealing with the
spectral theory for pencils of the form L0 − µM, where M is a bounded operator.

To study the Wolf essential spectrum of the operator matrix L in Banach spaces, the authors in [4] (resp.
in [12]) used the compactness condition for the operator (λ − A)−1 (resp. C(λ − A)−1 and ((λ − A)−1B)∗).
Recently, in [1] the author describes the Fredholm essential spectra of L with the help of the measures of
weak-noncompactness, where X is a Banach space which possess the Dunford-Pettis property. In this paper,
we prove some localization results on the M-essential spectra of the matrix operator L via the concept of
some quantities. The purpose of this work is to pursue the analysis started in [1, 4, 12].

Our paper is organized as follows : In Section 2, we recall some notations and definitions. In Section 3, we
prove some results needed in the rest of the paper. In Section 4, we investigate the M-essential spectra of a
general class of operators defined by a 2 × 2 block operator matrix by means of some quantities.
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2. Notations and definitions

Let X and Y be two infinite-dimensional Banach spaces. We denote by C(X,Y) (resp., L(X,Y)) the set
of all closed densely defined linear operators (resp., the space of all bounded linear operators) acting from
X into Y. The subspace of all compact operators of L(X,Y) is denoted K (X,Y). If X = Y, the sets C(X,Y),
L(X,Y), K (X,Y) are replaced respectively C(X), L(X), K (X). For T ∈ C(X) we use the following notations:
D(T) is the domain, N(T) is the kernel and R(T) is the range of T. The nullity, n(T), of T is defined as the
dimension of N(T) and the deficiency, d(T), of T is defined as the codimension of R(T) in X. We use σ(T)
and ρ(T) to denote the spectrum and the resolvent set of T. We denote by Φ+(X) and Φ−(X) the classes of
upper semi-Fredholm and lower semi-Fredholm. Φ(X) := Φ+(X) ∩ Φ−(X) is the set of Fredholm operators
in C(X). If T ∈ Φ+(X) ∪Φ−(X), the number i(T) := n(T) − d(T) is called the index of T.
Recall that, for T ∈ C(X), XT := D(T) endowed with the graph norm ‖.‖T is a Banach space and we have
T ∈ L(XT,X).We denote by T̂ the restriction of T toD(T). Let J be a linear operator on X such that XT ⊂ D(J).
We say that J is T-bounded if its restriction to XT, Ĵ belongs to L(XT,X).
Notice that T ∈ Φ(X) (resp., Φ+(X)) if and only if T̂ ∈ Φ(XT,X) (resp., Φ+(XT,X)).

Definition 2.1. Let X and Y be two Banach spaces.

1. Let T ∈ L(X,Y). T is said to have a left-Fredholm inverse (resp., a right-Fredholm inverse) if there exists
Tl ∈ L(Y,X) (resp., Tr ∈ L(Y,X)) and K ∈ K (X) such that TlT = IX − K (resp., IY − TTr ∈ K (Y)). The operator
Tl (resp., Tr) is called left-Fredholm (resp., right-Fredholm) inverse of T. The operator T is said to have a Fredholm
inverse if there exists a map which is both a left and a right Fredholm inverse of T.

2. Let T ∈ C(X). T is said to have a left-Fredholm inverse (resp., right-Fredholm inverse, Fredholm inverse) if T̂ has a
left-Fredholm inverse (resp., right-Fredholm inverse, Fredholm inverse).

The sets of operators having left and right-Fredholm inverses are respectively defined by:

Φl(X) := {T ∈ C(X) such that T has a left Fredholm inverse},
Φr(X) := {T ∈ C(X) such that T has a right Fredholm inverse}.

Let S ∈ L(X) and T ∈ C(X). A complex number λ is in ΦlS(T), ΦrS(T) or ΦS(T) if λS − T is in Φl(X),
Φr(X) or Φ(X) respectively. We define the S-resolvent set (resp., the S-spectrum) of T by: ρS(T) := {λ ∈
C, λS − T has a bounded inverse} (resp., σS(T) = C \ ρS(T)).

In this paper, for S ∈ L(X), we are concerned with the following S-essential spectra:

σeF,S(T) := {λ ∈ C such that λS − T < Φ(X)},
σeW,S(T) := C \ {λ ∈ ΦS(T) such that i(λS − T) = 0},
σeB,S(T) := C \ {λ ∈ C such that all scalars near λ are in ρS(T) and that i(λS − T) = 0}.
σle,S(T) := {λ ∈ C such that λS − T < Φl(X)},
σre,S(T) := {λ ∈ C such that λS − T < Φr(X)}.

σeF,S(.) is the Fredholm S-essential spectrum. σeW,S(.) is the Wolf S-essential spectrum. σeB,S(.) is the Browder
S-essential spectrum and σle(.) (resp., σre(.)) is the left (resp., right) S-essential spectrum. Note that if S = I,
we recover the usual definition of the essential spectra of T ∈ C(X).

We write D(0, r) for the closure of the disc D(0, r). We use C[r1, r2] := D(0, r2)\D(0, r1), for r1 ≤ r2 and we
denote by C(0, r) the circle with center 0 and radius r.

3. Some localization results on the S-essential spectra of a bounded operator

3.1. Perturbation results
Our purpose is to give some results concerning the class of Fredholm operators via the concept of some

quantities. We write MX for the family of all nonempty and bounded subset of X. Here, we deal with a



B. Abdelmoumen et al. / Filomat 35:7 (2021), 2141–2149 2143

specific measure: the Kuratowski measure of noncompactness defined as follows (see [6])

γX(A) = inf{ε > 0 : A may be covered by finitely many subsets of X of diameter ≤ ε}.

For T ∈ L(X,Y), we define the two non-negative quantities associated with T by:
α(T) = sup

{
γY(T(A))
γX(A)

; A ∈MX, γ(A) > 0
}

and

β(T) = inf
{
γY(T(A))
γX(A)

; A ∈MX, γ(A) > 0
}
.

If no confusion can arise, then we write simply γ(A) (resp., γ(T(A))) instead of γX(A) (resp., γY(T(A))).

We start this section by the following:

Theorem 3.1. Let A ∈ C(X) and T be an A-bounded operator.

(i) Let B be a bounded operator in Φ(XA), S ∈ L(XA) and assume that there exists Al a left-Fredholm inverse of A.

If α(AlT̂) < β(SBr), then T̂B + ÂS ∈ Φ+(XA,X) and i(T̂B + ÂS) = i(S) + i(A).
If moreover S ∈ Φ(XA), then T̂B + ÂS ∈ Φl(XA,X).

(ii) Let B,S ∈ Φ(X) and assume that there exists Ar a right-Fredholm inverse of A.

If α(T̂Ar) < β(BlS), then BT̂ + SÂ ∈ Φr(XA,X) and i(BT̂ + SÂ) = i(S) + i(A).

Proof. (i) According to [3, Theorem 2.2], AlT̂ + SBr ∈ Φ+(XA) and i(AlT̂ + SBr) = i(S) − i(B). Furthermore
Al(T̂B + ÂS)Br = AlT̂ + SBr + K, where K is compact in L(XA). Since AlT̂ + SBr + K ∈ Φ+(XA) and B ∈ Φ(XA),
then T̂B + ÂS ∈ Φ+(XA,X). Furthermore, we have i(Al(T̂B + ÂS)Br) = i(AlT̂ + SBr) = i(S) − i(B), which
implies that i(T̂B + ÂS) = i(S) + i(A). Suppose moreover that S ∈ Φ(XA), then i(AlT̂ + SBr) < +∞. Thus
AlT̂ + SBr + K ∈ Φ(XA) and therefore T̂B + ÂS ∈ Φl(XA,X).

(ii) Arguing as in the proof of (i) and the fact that B,S ∈ Φ(X), yield Bl(BT̂ + SÂ)Ar = T̂Ar + BlS + K ∈ Φ(X),
where K ∈ K (X) and i(T̂Ar + BlS) = i(S)− i(B). Thus, (BT̂ + SÂ)Ar ∈ Φ(X) and therefore BT̂ + SÂ ∈ Φr(XA,X).
Furthermore, we have i(BT̂ + SÂ) = i(S) + i(A).

In the following corollary we prove some localization results of the S-essential spectra of a bounded
operator T. For this, define α0(T) (resp, β0(T)) to be the limit of the sequence α(Tn)

1
n (resp, β(Tn)

1
n ). For the

existence of these limits see [10, Lemma 2.1]. According to [3, Proposition 2.1], we remark that α0(T) ≤ α(T)
and β(T) ≤ β0(T). We denote by:

α̃(T) =

{
α0(T) if ST = TS,
α(T) if ST , TS. β̃(T) =

{
β0(T) if ST = TS,
β(T) if ST , TS.

Corollary 3.2. Let S,T ∈ L(X) such that β0(S) > 0. Then one has the following.

(i) Suppose that S ∈ Φ(X), then σeF,S(T) ⊂ D(0,
α̃(T)
β0(S)

).

(ii) Suppose that S ∈ Φ(X) with i(S) = 0, then σeW,S(T) ⊂ D(0,
α̃(T)
β0(S)

).

If moreover i(T) = 0, then σeW,S(T) ⊂ C([
β̃(T)
α0(S)

,
α̃(T)
β0(S)

]).
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(iii) Suppose that T < Φ−(X), thenD(0,
β̃(T)
α0(S)

) ⊂ σeF,S(T).

(iv) Suppose that T ∈ Φ−(X), then σeF,S(T) ⊂ C([
β̃(T)
α0(S)

,
α̃(T)
β0(S)

]).

Proof. Suppose that TS = ST. Let n ∈ N∗ and assume that β(λnSn) > α(Tn). Then according to Theorem

[3, Theorem 2.2], λS − T ∈ Φ(X) and i(łS − T) = i(S). Hence, if |λ| >
α̃(T)
β0(S)

, then λ < σeF,S(T) proving (i). If

furthermore i(S) = 0, then λ < σeW,S(T), which proves the first statement of (ii). Notice that if β(T) = 0, then
β̃(T) = 0 and the results are all trivial. Suppose that β(T) > 0. For α0(λS) < β0(T), there exists n ∈ N∗ such
that α((λS)n) < β(Tn), then by Theorem [3, Theorem 2.2] we get λS− T ∈ Φ+(X) and i(λS− T) = i(T). Hence,
we get easily (ii) − (iv).

3.2. Example: Unilateral backward weighted shift operators
Let t = (tn)n∈N and s = (sn)n∈N be two bounded complex sequences. Consider the unilateral backward

weighted shift operator T(t, p) defined on X = lr(N,C), r ≥ 1, by: T(t, p)(x0, x1, . . .) = (tpxp, tp+1xp+1, . . .). In
[2, 9] the authors prove some localization results on the essential spectra of T(t, p). In this example, we
describe the S-essential spectra of T(t, p) where S is defined on X by: S(s, q)(x0, x1, ...) = (sqxq, sq+1xq+1, ...).
Recall that (see [2, Proposition 3.8])

α(T(t, p)) = t+ := lim sup
n→∞

|tn| and β(T(t, p)) = t− := lim inf
n→∞

|tn|.

Hence, if 0 is a cluster point for the sequence (|tn|)n, then β(T(t, p)) = 0. If not, then T(t, p) is a Fredholm
operator with index p. More precisely n(T(t, p)) = p + card(F0) and d(T(t, p)) = card(F0), where F0 := {n ≥
p such that tn = 0}.

In what follows we investigate more precisely the S-essential spectra of T(t, p), where S,T ∈ Φ(X) with
i(S) = q and i(T) = p , 0.

Proposition 3.3. (i) σeF,S(T) ⊂ C([
t−
s+
,

t+

s−
]).

(ii) If i(S) = 0, then σeW,S(T) ⊂ D(0,
t+

s−
).

(iii) Suppose that lim
n→+∞

|tn| = a and lim
n→+∞

|sn| = b. Then σeF,S(T) = C(0,
a
b

).

Proof. (i) and (ii) are a direct consequence of Corollary 3.2.

(iii) We have α(T) = β(T) = a and α(S) = β(S) = b. According to (i), σeF,S(T) = C(0,
a
b

).

4. The M-essential spectra of some matrix operator

Let L0 be a matrix operator and M be a bounded matrix operator acting on the Banach space X ×X and
which are formally defined as follows :

L0 =

(
A B
C D

)
, M =

(
M1 M2
M3 M4

)
,

where M2 and M3 are compact operators. The operators A, B, C and D acts on X and has the domainD(A),
D(B),D(C) andD(D) respectively. In this section we will study some properties of the M-essential spectra
of L the closure of L0. For this, we require the following assumptions verified:
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(H1) A ∈ C(X) with nonempty M1-resolvent set ρM1 (A).

(H2) The operator B ∈ C(X) and for some (hence for all) µ ∈ ρM1 (A), the operator (A − µM1)−1B is closable.
We denote by G(µ) := (A − µM1)−1(B − µM2).

(H3) The operator C satisfiesD(A) ⊂ D(C), and for some (hence for all)µ ∈ ρM1 (A), the operator C(A−µM1)−1

is bounded. We denote F(µ) = (C − µM3)(A − µM1)−1.

(H4) The linealD(B) ∩D(D) is dense in X, and for some (hence for all) µ ∈ ρM1 (A), the operator D − C(A −
µM1)−1B is closable. We will denote by S(µ) the closure of the operator D− (C−µM3)(A−µM1)−1(B−µM2).

The following theorem gives some sufficient conditions for the closeness of L0.

Theorem 4.1. [7] Suppose that the conditions (H1)-(H3) are satisfied and the lineal D(B) ∩ D(D) is dense in X.
Then the operator L0 is closable if and only if the operator D−C(A− µM1)−1B is closable in X, for some µ ∈ ρM1 (A).
Moreover, the closure L of L0 is given by:

L = µM +

(
I 0

F(µ) I

) (
A − µM1 0

0 S(µ) − µM4

) (
I G(µ)
0 I

)
.

For λ ∈ C and µ ∈ ρM1 (A), we will denote AλM1 = λM1 − A and SλM4 (µ) = λM4 − S(µ). Then LλM can be
written as follows:

LλM := UV(λ)W − (λ − µ)R(µ), (1)

where U =

(
I 0
F(µ) I

)
, W =

(
I G(µ)
0 I

)
, V(λ) =

(
AλM1 0
0 SλM4 (µ)

)
and R(µ) =

(
0 M1G(µ) −M2

F(µ)M1 −M3 F(µ)M1G(µ)

)
.

In [5, Theorem 3.3.2], the authors constrict the measures of noncompactness in cartesian product of a
given finite collection of Banach spaces. More precisely, we have:

Lemma 4.2. [5, Theorem 3.3.2] Let E1, ...,En be a finite collection of Banach spaces, let µ1, ..., µn the measures of
noncompactness in E1, ...,En respectively. Assume the function F : ([0,+∞[)n

→ [0,+∞[ is convex and F(x1, ..., xn) =
0 if and only if xi = 0 for i = 1, ...,n. Then

µ(x) = F(µ1(π1(x)), ..., µn(πn(x)))

defines a measure of noncompactness in E1 × E2 × ... × En.

Here πi(x) denotes the natural projection of x into Ei.

According to the previous lemma, for all A ∈ MX2 , the quantity γ(A) = max(γ(π1(A)), γ(π2(A))) defines a

measure of noncompactness in X2. For T =

(
A B
C D

)
, consider the measure of noncompactness of T

αX×X(T) = sup
{
γ(T(A))
γ(A)

; A ∈MX2 and γ(A) > 0
}
.

Define a measure of noncompactness of T by:

α(T) := max{α(A) + α(B);α(C) + α(D)}.

The following proposition gives the relationship between α(T) and αX×X(T).

Proposition 4.3. αX×X(T) ≤ α(T).
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Proof. For all H ∈ MX2 , we have H ⊂ π1(H) × π2(H). Hence, T(H) ⊂ T(π1(H) × π2(H)). If we denote by
Hi := πi(H), i = 1, 2, then

αX×X(T) = sup
{
γ(T(H))
γ(H)

; H ∈MX2 and γ(H) > 0
}

≤ sup
{

max(γ(A(H1)) + γ(B(H2)), γ(C(H1)) + γ(D(H2)))
max(γ(H1), γ(H2))

, γ(H j) > 0,∀ j = 1, 2
}

≤max


sup

{
γ(A(H1))
γ(H1)

, H1 ∈MX, γ(H1) > 0
}

+ sup
{
γ(B(H2))
γ(H2)

, H2 ∈MX, γ(H2) > 0
}

;

sup
{
γ(C(H1))
γ(H1)

, H1 ∈MX, γ(H1) > 0
}

+ sup
{
γ(D(H2))
γ(H2)

, H2 ∈MX, γ(H2) > 0
}


≤max{α(A) + α(B);α(C) + α(D)}.

Unless otherwise stated in all what follows, we suppose that, for some µ ∈ ρM1 (A), F(µ) and G(µ) satisfy
the condition:

(H) : max
(
α(G(µ)), α(F(µ))

)
< 1.

Furthermore we take λ in the disk with center µ and radius 1.

Theorem 4.4. (i) Suppose that there exist Al
λM1

a left-Fredholm inverse of AλM1 and Sl
λM4

(µ) a left-Fredholm inverse
of SλM4 (µ). Suppose further that:

α(Sl
λM4

(µ)F(µ)M1) <
1
2

and α(Al
λM1

M1G(µ)) <
1
2

Then LλM ∈ Φl(X × X) and i(LλM) = i(V(λ)).

(ii) Suppose that there exist Ar
λM1

a right-Fredholm inverse of AλM1 and Sr
λM4

(µ) a right-Fredholm inverse of SλM4 (µ).
Suppose further that:

α(Sl
λM4

(µ)M1G(µ)) <
1
2

and α(Al
λM1

F(µ)M1) < 1

Then LλM ∈ Φr(X × X) and i(LλM) = i(V(λ)).

(iii) Suppose that the hypotheses of (i) and (ii) hold true. Then

LλM ∈ Φ(X × X)and i(LλM) = i(V(λ)).

Proof.

(i) Let Tλ = UV(λ)W and Vl
λ =

(
Al
λM1

0
0 Sl

λM4
(µ)

)
. It is easy to see that Vl

λ is a left-Fredholm inverse of V(λ).

Thus, Tl
λ = W−1Vl

λU−1 is a left-Fredholm inverse of Tλ. On the other hand, we have:

Tl
λR(µ) =

(
−G(µ)Sl

λM4
(µ)(F(µ)M1 −M3) Al

λM1
(M1G(µ) −M2) − G(µ)Sl

λM4
(µ)F(µ)M2

Sl
λM4

(µ)(F(µ)M1 −M3) Sl
λM4

(µ)F(µ)M2

)
.

Now, since M2 and M3 are compact operators, then

α(Tl
λR(µ)) ≤ max{α(Sl

λM4
(µ)F(µ)M1) + α(Al

λM1
M1G(µ));α(Sl

λM4
(µ)F(µ)M1)}

≤ α(Sl
λM4

(µ)F(µ)M1) + α(Al
λM1

M1G(µ)).

By hypotheses, we get α(Tl
λR(µ)) < 1. Hence, by the fact thatR(µ) is Tλ-bounded and |λ−µ| < 1, we deduce

that α((λ − µ)Tl
λR(µ)) < 1. Finally, the results follow from Proposition 4.3 and Theorem 3.1(i).
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(ii) Let Vr
λ =

(
Ar
λM1

K′1
K′2 Sr

λM4
(µ)

)
be such that K′1 and K′2 are compact operators. In the same way one checks

that Tr
λ = W−1Vr

λU−1 is a right-Fredholm inverse of Tλ. Arguing as in the proof of (i) and according to the
hypotheses we obtain:

α((λ − µ)R(µ)Tr
λ) < 1.

Finally, the results follow from Proposition 4.3 and Theorem 3.1 (ii).

(iii) Is a deduction from (i) and (ii).

Now, the question is to find out under what conditions we have that LλM has a Fredholm inverse. For this
we consider H(µ) = S(µ) − CG(µ) and HλM4 (µ) = λM4 −H(µ), µ ∈ ρM1 (A).

Theorem 4.5. (i) Suppose that AλM1 (resp. HλM4 (µ)) has a left-Fredholm inverse Al
λM1

(resp. Hl
λM4

(µ)). Suppose
further that:

Hl
λM4

(µ)C and Al
λM1

AµM1 G(µ) are compact operators and α(Al
λM1

M1G(µ)) < 1.

Then
V(λ) ∈ Φl(X) and i(LλM) = i(V(λ)).

(ii) Suppose that AλM1 (resp. HλM4 (µ)) has a right-Fredholm inverse Ar
λM1

(resp. Hr
λM4

(µ)) satisfying:
• AµM1 G(µ)Hr

λM4
(µ) and CAr

λ are compact operators.

• α(Hl
λM4

(µ)M1G(µ)) <
1
2

and α(Al
λM1

F(µ)M1) <
1
2
.

Then
V(λ) ∈ Φr(X) and i(LλM) = i(V(λ)).

(iii) Suppose that B and C are compact operators. Then

V(λ) ∈ Φ(X) and i(LλM) = i(V(λ)).

To prove Theorem 4.5 we shall need the following lemma.

Lemma 4.6. (i) Suppose that there exists Hl
λM4

(µ) (resp. Al
λM1

) a left-Fredholm inverse of HλM4 (µ) (resp. AλM1 )
satisfying:

Hl
λM4

(µ)C and Al
λM1

AµM1 G(µ) are compact operators.

Then LλM has a left-Fredholm inverse defined by: Ll
λM =

(
Al
λM1

K1

K2 Hl
λM4

(µ)

)
, where K1,K2 are compact operators.

(ii) Suppose that there exists Hr
λM4

(µ) (resp. Ar
λM1

) a right-Fredholm inverse of HλM4 (µ) (resp. AλM1 ) satisfying:

AµM1 G(µ)Hr
λM4

(µ) and CAr
λM1

are compact operators.

Then LλM has a right-Fredholm inverse defined by: Lr
λM =

(
Ar
λ K′1

K′2 Hr
λM4

(µ)

)
, where K′1,K

′

2 are compact operators.

Proof of Theorem 4.5

(i) According to the hypotheses and using Lemma 4.6, there exist tow compact operators K1 and K2 such

that Ll
λM =

(
Al
λM1

K1

K2 Hl
λM4

(µ)

)
is a left-Fredholm inverse of LλM. Then we have:

Ll
λMR(µ) =

(
K1(F(µ)M1 −M3) Al

λM1
(M1G(µ) −M2) + K1F(µ)M1G(µ)

Hl
λM4

(µ)(F(µ)M1 −M3) K2(M1G(µ) −M2)) + Hl
λM4

(µ)F(µ)M1G(µ)

)
.
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Given that M2 and M3 are compacts, the hypotheses yield α(Ll
λMR(µ)) < 1. Finally, the results follow

from Proposition 4.3 and Theorem 3.1.

(ii) From the hypotheses there exist tow compact operators K′1 and K′2 such that Lr
λM =

(
Ar
λM1

K′1
K′2 Hr

λM4
(µ)

)
is a right-Fredholm inverse of LλM. Thus, according to the hypotheses, we obtain: α(R(µ)Lr

λM) < 1. Finally,
the results follow from Proposition 4.3 and Theorem 3.1.

(iii) Is a deduction from (i) and (ii). Q.E.D.

Theorem 4.7. The following assertions hold.

(i) Suppose that, for each λ ∈ ΦlM1 (A) ∩ ΦlM4 (S(µ)) ∩ ΦlM4 (H(µ)), we have Hl
λM4

(µ)C and Al
λM1

AµM1 G(µ) are
compact operators and

α(Sl
λM4

(µ)F(µ)M1) <
1
2

and α(Al
λM1

M1G(µ)) <
1
2

Then σle,M(L) = σle,M1 (A) ∪ σle,M4 (S(µ)).
(ii) Suppose that, for each λ ∈ ΦrM1 (A) ∩ ΦrM4 (S(µ)) ∩ Φr(H(µ)), we have AµM1 G(µ)Hr

λM4
(µ), CAr

λM1
are compact

operators and

α(Sl
λM4

(µ)M1G(µ)) <
1
2

, α(Al
λM1

F(µ)M1) < 1, α(Hl
λM4

(µ)M1G(µ)) <
1
2
.

Then
σre,M(L) = σre,M1 (A) ∪ σre,M4 (S(µ)).

(iii) Suppose that B and C are compact operators, then

σeF,M(L) = σeF,M1 (A) ∪ σeF,M4 (S(µ)) and σeW,M(L) = σeW,M1 (A) ∪ σeW,M4 (S(µ)).

If in addition, C\σeF,M(L), C\σeF,M1 (A) and C\σeF,M4 (S(µ)) are connected, ρ(L) , ∅ and ρ(S(µ)) , ∅, then

σeB,M(L) = σeB,M1 (A) ∪ σeB,M4 (S(µ)).

Proof (i) Suppose that, for each λ ∈ ΦlM1 (A) ∩ ΦlM4 (S(µ)), α(Sl
λM4

(µ)F(µ)M1) < 1
2 and α(Al

λM1
M1G(µ)) < 1

2 ,
then by apply Theorem 4.4(i), we get

σle,M(L) ⊂ σle,M1 (A) ∪ σle,M4 (S(µ)).

Suppose that, for each λ ∈ ΦlM1 (A) ∩ ΦlM4 (H(µ)), Hl
λM4

(µ)C and Al
λM1

AµM1 G(µ) are compact operators and
α(Al

λM1
M1G(µ)) < 1

2 , then according to Theorem 4.5(i), we obtain

σle,M1 (A) ∪ σle,M4 (S(µ)) ⊂ σle,M(L).

The same reasoning as (i) and by apply Theorem 4.4(ii) and Theorem 4.5(ii), we prove the assertion (ii).

The first part of assertion (iii) is a deduction from (i) and (ii). To describe the Browder essential spectrum
of L, we have σeF,M(L) ⊂ σeB,M(L). Thus, since n(LλM) and d(LλM) are constant on any component of ΦM(L)
except possibly on a discrete set of points at which they have large values (see for example, [8, 11]), then
σeB,M(L) ⊂ σeF,M(L) and therefore σeB,M(L) = σeF,M(L). Using the same reasoning as before, we show that
σeB,M1 (A) = σeF,M1 (A) and σeB,M4 (S(µ)) = σeF,M4 (S(µ)).

The following corollary provides an extension of Theorem 2 in [12].

Corollary 4.8. The following assertions hold.

(i) Suppose that G(µ) is compact and, for each λ ∈ ΦlM1 (A) ∩ ΦlM4 (S(µ)), we have Dl
λM4

C is a compact operator,
then σle,M(L) = σle,M1 (A) ∪ σle,M4 S(µ)).
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(ii) Suppose that, for each λ ∈ ΦrM1 (A) ∩ ΦrM4 (S(µ)) ∩ Φr(Hλ(µ)), we have CAr
λM1

and F(µ)M1Ar
λM1

are compact
operators, then

σre,M(L) = σre,M1 (A) ∪ σre,M4 (S(µ)).

(iii) Suppose that the hypotheses of (i) and (ii) hold, then

σeF,M(L) = σeF,M1 (A) ∪ σeF,M4 (S(µ)) and σeW,M(L) = σeW,M1 (A) ∪ σeW,M4 (S(µ)).

If in addition, C\σeF,M(L), C\σeF,M1 (A) and C\σeF,M4 (S(µ)) are connected, ρ(L) , ∅ and ρ(S(µ)) , ∅, then

σeB,M(L) = σeB,M1 (A) ∪ σeB,M4 (S(µ)).

Remark 4.9. Suppose that G(µ) and F(µ)M1 are compact operators, then R(µ) is compact. Thus according to the
equation (1)

σle,M(L) = σle,M1 (A) ∪ σle,M4 S(µ)),

σre,M(L) = σre,M1 (A) ∪ σre,M4 (S(µ)),

σeI,M(L) = σeI,M1 (A) ∪ σeI,M4 (S(µ)), ∀I ∈ {F,W}.
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[5] J. Banaś and K. Geobel, Measures of noncompactness in Banach spaces, Lect. Notes in Pure and Appl. Math., Vol. 60, Marcel Dekker,
New York, (1980), 259-262.

[6] G. Darbo, Punti uniti in transformazioni a codominio non compatto, Rend. Sem. Mat. Padova, 24 (1955), pp. 84-92.
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