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Abstract. In this paper, we consider a nonlinear differential system with initial and multi - point boundary
conditions. The existence of solutions is proved by using the Banach contraction principle or the Krasnosel-
skii’s fixed point theorem. Furthermore, the existence of positive solutions is also obtained by applying
the Guo-Krasnoselskii’s fixed point theorem in cones. As a consequence of the Guo-Krasnosellskii’s fixed
point theorem, the multiplicity of positive solutions is established.

1. Introdution

In this paper, we consider the following nonlinear systemu′(t) = f (t,u(t), v(t)), t ∈ (0,T),
v′(t) = 1(t,u(t), v(t)), t ∈ (0,T),

(1.1)

asscociated with the initial and multi - point boundary conditions
u(0) = u0,

v(0) =
N∑

j=1
µ jv(T j),

(1.2)

where f , 1 : [0,T] × R2
→ R are given functions and u0, µ1, · · · , µN, 0 < T1 < T2 < · · · < TN = T are given

constants.
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The boundary value problems for ordinary differential equations with the initial and multi - point
boundary conditions or with anti-periodic/periodic boundary conditions play an important role in different
fields of science and engineering due to their applications in physics, mechanics, biology, medicine, popula-
tion dynamics, biotechnology, etc, see [1] - [16] and the references given therein. Many authors have studied
various aspects of boundary value problems, by using different methods and various techniques, such as
the Leray-Schauder continuation Theorem, Nonlinear alternatives of Leray-Schauder, the fixed point the-
ory (the fixed point theorems of Banach or Krasnoselskii, or Schaefer and related fixed point theorems, the
fixed point theorem in cones, etc), the coincidence degree theory, monotone iterative techniques. We refer
the reader to the references in this article and the references therein for the results of the boundary-value
problems.

In [14], by applying the Banach’s fixed point theorem and the Schaefer’s fixed point theorem, Mardanov
et al. proved the existence and uniqueness theorems for the system of ordinary differential equations with
three-point boundary conditions as followsy′ = f (t, y), t ∈ (0,T),

Ay(0) + By(τ) + Cy(T) = d,
(1.3)

where A, B, C were constant square matrices of order n such that det(A + B + C) , 0, f : [0,T] × Rn
→ Rn

was a given function, d ∈ Rn was a given vector, τ satisfied the condition of 0 < τ < T, and y : [0,T]→ Rn

was unknown.
In [3], H. H. Alsulami et al. introduced a class of α-admissible contractions defined via altering distance

functions. The existence and uniqueness conditions for fixed points of such maps on complete metric
spaces were also investigated and, furthermore, related fixed point theorems were presented. These results
were reconsidered in the context of partially ordered metric spaces and applied to the following first-order
periodic boundary value problem{

u′(t) = f (t,u(t)), t ∈ [0,T],
u(0) = u(T), (1.4)

where T > 0 and f : [0,T] ×R→ R was a continuous function.
In [4], Ü. Aksoy et al. established the existence and uniqueness of fixed points for a general class of

contractive and nonexpansive mappings on modular metric spaces. As an application of the theoretical
results, the authors considered the existence of a solution of the following anti-periodic boundary value
problems for nonlinear first order differential equations{

u′(t) = f (t,u(t)), a.e. t ∈ [0,L],
u(0) = −u(L), (1.5)

in the context of modular metric spaces, where f : [0,L] × R → R was a Caratheodory’s type function
satisfying suitable conditions.

In [12], E. Karapınar et al. established some new fixed point theorems and applied the obtained results to
show the existence and uniqueness of solutions to some fractional and integer order differential equations.
For an example, the authors proved the existence of solutions for the following two-point boundary value
problem of a second order differential equation{

− u′′(t) − f (t,u(t)) = 0, t ∈ [0, 1],
u(0) = u(1) = 0, (1.6)

where f : [0, 1] ×R→ R was a continuous function.
In [8], Han considered the second-order three-point boundary value problem in the form{

x′′(t) = f (t, x(t)), t ∈ (0, 1),
x′(0) = 0, x(η) = x(1),

(1.7)
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with η ∈ (0, 1). By means of the fixed point theorem in cones, the existence and multiplicity of positive
solutions were proved.

In [16], Truong et al. studied the following m-point boundary value problem{
x′′(t) = f (t, x(t)), t ∈ (0, 1),
x′(0) = 0, x(1) =

∑m−2
j=1 α jx(η j),

(1.8)

where m ≥ 3, η j ∈ (0, 1) and α j ≥ 0, for all j = 1, · · · , m − 2 such that
∑m−2

j=1 α j < 1. By applying well-
know Guo-Krasnoselskii’s fixed point theorem and applying the monotone iterative technique, the results
obtained in [16] were the existence and multiplicity of positive solutions. Furthermore, the compactness of
the set of positive solutions was proved.

In [1], R. P. Agarwal et al. formulated existence results for solutions to discrete equations which
approximate three-point boundary value problems for second-order ordinary differential equations. The
proofs of these results were finished based on extending the notion of discrete compatibility, which was a
degree-based relationship between the given boundary conditions and the lower or upper solutions chosen,
to three-point boundary conditions. On the other hand, the invariance of the degree under the homotopy
of the degree theory was also applied in the above proofs.

In [10], J. Henderson, R. Luca investigated the following multi-point boundary value problem for the
system of nonlinear higher-order ordinary differential equations of the typeu(n)(t) = f (t, v(t)), t ∈ (0,T), n ∈N, n ≥ 2,

v(m)(t) = 1(t,u(t)), t ∈ (0,T), m ∈N, m ≥ 2,
(1.9)

with the multi-point boundary conditions
u(0) = u′(0) = · · · = u(n−2)(0) = 0, u(T) =

p−2∑
i=1

aiu(ξi), p ∈N, p ≥ 3,

v(0) = v′(0) = · · · = v(m−2)(0) = 0, v(T) =
q−2∑
i=1

biv(ηi), q ∈N, q ≥ 3.
(1.10)

Under sufficient assumptions on f and 1, the authors proved the existence and multiplicity of positive
solutions of the above problem by applying the fixed point index theory.

Motivated by the above-mentioned works, we study the initial and multi-point boundary problem (1.1)
- (1.2). This paper is organized as follows. In Section 2, we present some necessary preliminaries which
are the key tools for our main result. Here, at first, the fixed point theorems used in our proof are recalled.
Next, by constructing the Green function for the multi-point boundary problem (1.1) - (1.2), the considered
problem is reduced to the equivalent integral sytem. Section 3 is devoted to the existence and uniqueness
of solutions via the Banach’s fixed point theorem and the Krasnoselskii’s fixed point theorem. In Section 4,
we prove the existence of positive solutions by using the Guo-Krasnoselskii’s fixed point theorem in a cone.
In Section 5, we observe some multiplicity results for positive solutions. Finally, a remark is also given in
Section 6 for a system of multiple differential equations.

2. Preliminaries

We consider the Banach spaces C([0,T]) and C1([0,T]) with normal norms, respectively, as follows

‖u‖C([0,T]) = max
t∈[0,T]

|u(t)| ,

‖u‖C1([0,T]) = ‖u‖C([0,T]) + ‖u′‖C([0,T]) .

First, for the convenience of the reader, we shall recall the following fixed point theorems.
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Theorem 2.1 (Krasnosellskii) [17]. Let M be a nonempty bounded closed convex subset of a Banach space
(X, ‖·‖). Suppose that U : M→ X is a contraction and C : M→ X is a compact operator such that

U(x) + C(y) ∈M, ∀x, y ∈M.

Then, U + C has a fixed point in M.
Theorem 2.2 (Guo-Krasnoselskii) [7]. Let X be a Banach space and let P ⊂ X be a cone. Assume that Ω1, Ω2

are two open bounded subsets of X with 0 ∈ Ω1, Ω1 ⊂ Ω2 and let T : P∩ (Ω2 \Ω1)→ P be a completely continuous
operator satisfying one of the following conditions

(i) ‖Tu‖ ≤ ‖u‖, u ∈ P ∩ ∂Ω1 and ‖Tu‖ ≥ ‖u‖, u ∈ P ∩ ∂Ω2;
or

(ii) ‖Tu‖ ≥ ‖u‖, u ∈ P ∩ ∂Ω1 and ‖Tu‖ ≤ ‖u‖, u ∈ P ∩ ∂Ω2.
Then, the operator T has a fixed point in P ∩ (Ω2 \Ω1).
Next, we shall construct an expression for the solution of the problem (1.1) - (1.2), with f , 1 ∈ C([0,T] ×

R2; R). For details, in the following, we shall construct the Green function for the multi-point boundary
problem (1.1) - (1.2). Then, it is clear that the considered problem can be reduced to the equivalent integral
system.

We begin by establishing the Lemma 2.3 as below, in which we denote fα(t,u, v) = f (t,u, v) + αu and
1β(t,u, v) = 1(t,u, v) + βv, for each α, β > 0.

Lemma 2.3. Assume that f , 1 ∈ C([0,T] ×R2;R) and
∑N

j=1 µ je−βT j , 1.
The pair of functions (u, v) ∈ C1([0,T]) × C1([0,T]) is a solution of the problem (1.1) - (1.2) if and only if

(u, v) ∈ C([0,T]) × C([0,T]) is a solution of the following integral system

u(t) = u0e−αt +

∫ t

0
e−α(t−s) fα(s,u(s), v(s))ds, t ∈ [0,T], (2.1)

v(t) =
∫ t

0 e−β(t−s)1β(s,u(s), v(s))ds

+
e−βt

1 −
∑N

j=1 µ je−βT j

N∑
j=1
µ j

∫ T j

0 e−β(T j−s)1β(s,u(s), v(s))ds, t ∈ [0,T]. (2.2)

Proof of Lemma 2.3. Let (u, v) ∈ C1([0,T]) × C1([0,T]) be a solution of the problem (1.1) - (1.2). For each α,
β > 0, the system (1.1) can be transformed into an equivalent form asu′(t) + αu(t) = fα(t,u(t), v(t)), t ∈ (0,T),

v′(t) + βv(t) = 1β(t,u(t), v(t)), t ∈ (0,T).
(2.3)

It is also equivalent to the following systemu′(t)eαt + αu(t)eαt = eαt fα(t,u(t), v(t)), t ∈ (0,T),
v′(t)eβt + βv(t)eβt = eβt1β(t,u(t), v(t)), t ∈ (0,T).

By integrating from 0 to t, respectively, we obtain

u(t) = u0e−αt +

∫ t

0
e−α(t−s) fα(s,u(s), v(s))ds, t ∈ [0,T], (2.4)

v(t) = v(0)e−βt +

∫ t

0
e−β(t−s)1β(s,u(s), v(s))ds, t ∈ [0,T]. (2.5)

By (2.5), we also have

v(T j) − e−βT j v(0) =

∫ T j

0
e−β(T j−s)1β(s,u(s), v(s))ds, j = 1, · · · , N,
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it gives

N∑
j=1

µ jv(T j) − v(0)
N∑

j=1

µ je−βT j =

N∑
j=1

µ j

∫ T j

0
e−β(T j−s)1β(s,u(s), v(s))ds,

hence

v(0)

1 −
N∑

j=1

µ je−βT j

 =

N∑
j=1

µ j

∫ T j

0
e−β(T j−s)1β(s,u(s), v(s))ds, (2.6)

since v(0) =
N∑

j=1
µ jv(T j). Combining (2.4), (2.5) and (2.6), we infer that (u, v) is a solution of the nonlinear

integral system (2.1), (2.2).
Otherwise, let (u, v) ∈ C([0,T]) × C([0,T]) be a solution of the nonlinear integral equations (2.1), (2.2).

It is not difficult to prove that (u, v) ∈ C1([0,T]) × C1([0,T]) and (u, v) satisfies the boundary value problem
(1.1) - (1.2).

Indeed, by the fact that (u, v) ∈ C([0,T]) × C([0,T]) is a solution of the nonlinear integral equations (2.1),
(2.2), it leads to



u(t)eαt = u0 +
∫ t

0 eαs fα(s,u(s), v(s))ds, t ∈ [0,T],

v(t)eβt = v∗ +
∫ t

0 eβs1β(s,u(s), v(s))ds, t ∈ [0,T],
u(0) = u0,

v(0) = v∗ =
1

1 −
∑N

j=1 µ je−βT j

N∑
j=1
µ j

∫ T j

0 e−β(T j−s)1β(s,u(s), v(s))ds,

N∑
j=1
µ jv(T j) =

N∑
j=1
µ je−βT j

[
v∗ +

∫ T j

0 eβs1β(s,u(s), v(s))ds
]

=
N∑

j=1
µ je−βT j v∗ +

N∑
j=1
µ j

∫ T j

0 e−β(T j−s)1β(s,u(s), v(s))ds

=
N∑

j=1
µ je−βT j v∗ +

1 −
N∑

j=1
µ je−βT j

 v∗ = v∗ = v(0).

Then, we have (u, v) ∈ C1([0,T]) × C1([0,T]) and we also have

{
u′(t)eαt + u(t)αeαt = eαt fα(t,u(t), v(t)),
v′(t)eβt + βv(t)eβt = eβt1β(t,u(t), v(t)).

It implies that u′(t) + αu(t) = fα(t,u(t), v(t)), v′(t) + βv(t) = 1β(t,u(t), v(t)), ∀t ∈ (0,T) and u(0) = u0,

v(0) =
N∑

j=1
µ jv(T j). Therefore, (u, v) satisfies the boundary value problem (1.1) - (1.2). Lemma 2.3 is proved. �

We note that, the integral equation (2.2) can be written in the form

v(t) =

∫ T

0
G(t, s)1β(s,u(s), v(s))ds, (2.7)
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where G(t, s) is defined as follows

G(t, s) =

e−β(t−s), 0 ≤ s ≤ t ≤ T,
0, 0 ≤ t ≤ s ≤ T,

+
e−βt

1 −
∑N

j=1 µ je−βT j



∑N
j=1 µ je−β(T j−s), 0 ≤ s ≤ T1,

...
...∑N

j=k+1 µ je−β(T j−s), Tk < s ≤ Tk+1,
...

...
µNe−β(T−s) TN−1 < s ≤ T.

(2.8)

then G(t, s) is the Green’s function for the boundary value problem (1.1) - (1.2). The next Lemma will
introduce a property of the Green’s function G(t, s).

Lemma 2.4. Suppose that µ j ≥ 0, for j = 1,N − 1, µN > 0, such that 1 −
∑N

j=1 µ j > 0. Then, there exist positive
constants 1̂0, 1̂1 such that

1̂0 ≤ G(t, s) ≤ 1̂1, ∀(t, s) ∈ [0,T] × [0,T].

Proof of Lemma 2.4. By direct computations, we have

G(t, s) ≥ µNe−2βT

1 −
N∑

j=1

µ je−βT j


−1

≡ 1̂0, (2.9)

and

G(t, s) ≤ 1 +

N∑
j=1

µ j

1 −
N∑

j=1

µ je−βT j


−1

≡ 1̂1 (2.10)

Lemma 2.4 is completely proved. �
We also note that if the sign of µ j can not be determined, there exists a constant Gmax such that

|G(t, s)| ≤ Gmax, ∀(t, s) ∈ [0,T] × [0,T]. (2.11)

3. Existence and Uniqueness

Based on the preliminaries, this section is devoted to the proofs of two existence results of solutions
for the problem (1.1) - (1.2), in which f , 1 ∈ C([0,T] × R2;R). The first result (Theorem 3.1) is the unique
existence of a solution by applying the Banach’s fixed point theorem. Under weaker conditions, we obtain
the second result (Theorem 3.5) by using the Krasnoselskii’s fixed point theorem.

We consider the space X = C([0,T]) × C([0,T]) equipped with the norm

‖(u, v)‖X = ‖u‖C([0,T]) + ‖v‖C([0,T]) , (3.1)

and we define an operator P : X −→ X as follows

P : X −→ X
(u, v) 7−→ (P1(u, v),P2(u, v)),

where

P1(u, v)(t) = u0e−αt +

∫ t

0
e−α(t−s) fα(s,u(s), v(s))ds, (3.2)

P2(u, v)(t) =

∫ T

0
G(t, s)1β(s,u(s), v(s))ds.
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We make the following assumptions

(H1) 0 < µ =
N∑

j=1

∣∣∣µ j

∣∣∣ < 1;

(H2) There exists a positive function Λ f ∈ L1(0,T) such that∣∣∣ f (t,u, v) − f (t, ū, v̄)
∣∣∣ ≤ Λ f (t) (|u − ū| + |v − v̄|) , (3.3)

for all (t,u, v), (t, ū, v̄) ∈ [0,T] ×R2;
(H3) There exists a positive function Λ1 ∈ L1(0,T) such that∣∣∣1(t,u, v) − 1(t, ū, v̄)

∣∣∣ ≤ Λ1(t) (|u − ū| + |v − v̄|) , (3.4)

for all (t,u, v), (t, ū, v̄) ∈ [0,T] ×R2.
Theorem 3.1. Suppose that (H1)–(H3) are satisfied. Additionally, assume that there exist two positive constants

α and β small enough such that

L = αT +
∥∥∥Λ f

∥∥∥
L1(0,T)

+
(
βT +

∥∥∥Λ1∥∥∥L1(0,T)

) 1 + µ

1 −
N∑

j=1

µ je−βT j


−1 < 1.

Then, the problem (1.1) - (1.2) has a unique solution.
Proof of Theorem 3.1.
First, we put m f = max

0≤t≤T

∣∣∣ f (t, 0, 0)
∣∣∣, m1 = max

0≤t≤T

∣∣∣1(t, 0, 0)
∣∣∣ and choose R > 0 large enough such that

R >
1

1 − L

|u0| + Tm f + Tm1

1 + µ

1 −
N∑

j=1

µ je−βT j


−1

 . (3.5)

Next, we will finish the proof of this theorem through a process with two steps as follows.
Step 1. Let BR = {(u, v) ∈ X : ‖(u, v)‖X ≤ R}. We show that P(BR) ⊂ BR.
Indeed, for (u, v) ∈ BR and for all t ∈ [0,T], we have the following estimates

|P1(u, v)(t)| ≤ |u0| +

∫ t

0

∣∣∣ fα(s,u(s), v(s)) − fα(s, 0, 0)
∣∣∣ ds +

∫ t

0

∣∣∣ fα(s, 0, 0)
∣∣∣ ds (3.6)

≤ |u0| + R
(
αT +

∥∥∥Λ f

∥∥∥
L1(0,T)

)
+ Tm f ,

and

|P2(u, v)(t)| ≤
∫ T

0
|G(t, s)| |1β(s,u(s), v(s))|ds (3.7)

≤

N∑
j=1

µ j

1 −
N∑

j=1

µ je−βT j


−1 ∫ T

0

∣∣∣1β(s,u(s), v(s))
∣∣∣ ds +

∫ t

0

∣∣∣1β(s,u(s), v(s))
∣∣∣ ds

≤ µ

1 −
N∑

j=1

µ je−βT j


−1 (∫ T

0

∣∣∣1β(s,u(s), v(s)) − 1β(s, 0, 0)
∣∣∣ ds +

∫ T

0

∣∣∣1β(s, 0, 0)
∣∣∣ ds

)

+

∫ t

0

∣∣∣1β(s,u(s), v(s)) − 1β(s, 0, 0)
∣∣∣ ds +

∫ t

0

∣∣∣1β(s, 0, 0)
∣∣∣ ds

≤ µ

1 −
N∑

j=1

µ je−βT j


−1 [

R
(
βT +

∥∥∥Λ1∥∥∥L1(0,T)

)
+ m1T

]
+ R

(
βT +

∥∥∥Λ1∥∥∥L1(0,T)

)
+ m1T.
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Combining (3.6) - (3.7) and the choice of R as in (3.5), we infer thatP(BR) ⊂ BR, it means that the operator
P : BR → BR is defined.

Step 2. We prove that the operator P is a contraction mapping.
Indeed, let (u, v) and (ū, v̄) be arbitrary elements in BR. We have

|P1(u, v)(t) − P1(ū, v̄)(t)| ≤
∫ t

0

∣∣∣ fα(s,u(s), v(s)) − fα(s, ū(s), v̄(s))
∣∣∣ ds (3.8)

≤

(
αT +

∥∥∥Λ f

∥∥∥
L1(0,T)

)
‖(u, v) − (ū, v̄)‖X ,

and

|P2(u, v)(t) − P2(ū, v̄)(t)| (3.9)

≤ µ

1 −
N∑

j=1

µ je−βT j


−1 ∫ T

0

∣∣∣1β(s,u(s), v(s)) − 1β(s, ū(s), v̄(s))
∣∣∣ ds

+

∫ t

0

∣∣∣1β(s,u(s), v(s)) − 1β(s,u(s), v(s))
∣∣∣ ds

≤

(
βT +

∥∥∥Λ1∥∥∥L1(0,T)

) 1 + µ

1 −
N∑

j=1

µ je−βT j


−1 ‖(u, v) − (ū, v̄)‖X .

It follows from (3.8) - (3.9) and the assumption in Theorem 3.1 thatP : BR → BR is a contraction mapping.
Applying the Banach’s fixed point theorem, we verify that the problem (1.1) - (1.2) has a unique solution
(u, v). Theorem 3.1 is proved. �

In what follows, under weaker conditions, the second result is given without the Lipschitzian condition
on 1 as in (H3). The main tool is the Krasnoselskii’s fixed point theorem. We make the assumption (H4) as
below.

(H4) 1 : [0,T] ×R2 is a continuous function and there exist two positive functions 11, 12 ∈ L1(0,T) such
that ∣∣∣1(t,u, v)

∣∣∣ ≤ 11(t) (|u| + |v|) + 12(t), ∀(t,u, v) ∈ [0,T] ×R2. (3.10)

We now define two operators U, C : X→ X as follows

U : X −→ X
(u, v) 7−→ (P1(u, v), 0) , (3.11)

with

P1(u, v)(t) := u0e−αt +

∫ t

0
e−α(t−s) fα(s,u(s), v(s))ds, (3.12)

and

C : X −→ X
(u, v) 7−→ (0,P2(u, v)) , (3.13)

with

P2(u, v)(t) =
e−βt

1 −
∑N

j=1 µ je−βT j

N∑
j=1

µ j

∫ T j

0
e−β(T j−s)1β(s,u(s), v(s))ds (3.14)

+

∫ t

0
e−β(t−s)1β(s,u(s), v(s))ds.
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It is easy to check that P = U + C.
Lemma 3.2. Suppose that (H1), (H2) and (H4) are satisfied. Additionally, assume that there exist two positive

constants α and β small enough such that
αT +

∥∥∥Λ f

∥∥∥
L1(0,T)

≤
1
4
,(

βT +
∥∥∥11

∥∥∥
L1(0,T)

) [
1 + µ

(
1 −

∑N
j=1 µ je−βT j

)−1
]
≤

1
4
.

Then, there exists a positive constant R > 0 such that

‖P1(u, v)‖C([0,T]) ≤
R
2
, (3.15)

‖P2(u, v)‖C([0,T]) ≤
R
2
,

for all (u, v) ∈ BR = {(u, v) ∈ X : ‖(u, v)‖X ≤ R}.
Proof of Lemma 3.2. Let (u, v) be an arbitrary element in BR. We have the following estimate

|P1(u, v)(t)| ≤ |u0| +

∫ t

0

∣∣∣ fα(s,u(s), v(s))
∣∣∣ ds (3.16)

≤ |u0| + Tm f + R
(
αT +

∥∥∥Λ f

∥∥∥
L1(0,T)

)
.

Besides, we also have an estimate for P2(u, v) as follows

|P2(u, v)(t)| ≤ µ

1 −
N∑

j=1

µ je−βT j


−1 ∫ T

0

∣∣∣1β(s,u(s), v(s))
∣∣∣ dt (3.17)

+

∫ t

0

∣∣∣1β(s,u(s), v(s))
∣∣∣ ds

≤ R
(
βT +

∥∥∥11

∥∥∥
L1(0,T)

) 1 + µ

1 −
N∑

j=1

µ je−βT j


−1

+

1 + µ

1 −
N∑

j=1

µ je−βT j


−1 ∥∥∥12

∥∥∥
L1(0,T)

.

Choosing R > 0 large enough such that

R ≥ 4 max

|u0| + Tm f ,

1 + µ

1 −
N∑

j=1

µ je−βT j


−1 ∥∥∥12

∥∥∥
L1(0,T)

 . (3.18)

Combining (3.16) - (3.18) and doing some direct calculations, we obtain an estimate as in (3.15). Lemma
3.2 is proved. �

Lemma 3.3. Suppose that the conditions in the Lemma 3.2 are satisfied. Then, the operator U : X → X is a
contraction.

Proof of Lemma 3.3. Let (u, v) and (ū, v̄) be arbitrary elements in X. We have

|P1(u, v)(t) − P1(ū, v̄)(t)| ≤
∫ t

0
e−α(t−s)

∣∣∣ fα(s,u(s), v(s)) − fα(s, ū(s), v̄(s))
∣∣∣ ds (3.19)

≤

(
αT +

∥∥∥Λ f

∥∥∥
L1(0,T)

)
‖(u, v) − (ū, v̄)‖X .
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By the assumption ρ = αT +
∥∥∥Λ f

∥∥∥
L1(0,T)

< 1, we infer that P1 : X→ C([0,T]) is a contraction mapping, so
is the operator U : X→ X. Lemma 3.3 is proved. �

Lemma 3.4. Suppose that the conditions in the Lemma 3.2 are satisfied. Then, the operator C : BR → X is
continuous and compact.

Proof of Lemma 3.4.
Step 1: P2 is continuous. Let {(un, vn)} ⊂ BR and (u, v) ∈ BR such that

‖(un, vn) − (u, v)‖X → 0, as n→ +∞. (3.20)

By the continuity of 1β and the Lebesgue’s dominated convergence theorem, we get∫ T

0
1β(t,un(t), vn(t))dt→

∫ T

0
1(t,u(t), v(t))dt, as n→ +∞. (3.21)

Using (3.21), we infer that

sup
t∈[0,T]

|P2(un, vn)(t) − P2(u, v)(t)| (3.22)

≤ µ

1 −
N∑

j=1

µ je−βT j


−1 ∫ T

0

∣∣∣1β(t,un(t), vn(t)) − 1β(t,u(t), v(t))
∣∣∣ dt

+

∫ T

0

∣∣∣1β(t,un(t), vn(t)) − 1β(t,u(t), v(t))
∣∣∣ dt → 0, as n→ +∞.

Step 2: P2(BR) is relatively compact. It follows from the continuity of 1β that there exists MR > 0 such that∣∣∣1β(t,u(t), v(t))
∣∣∣ ≤MR for all (u, v) ∈ BR. Hence, the set P2(BR) is bounded in C([0,T]).

Taking arbitrary (u, v) ∈ BR and t1, t2 ∈ [0,T], t1 < t2, we obtain

|P2(u, v)(t1) − P2(u, v)(t2)| ≤MRTµ

1 −
N∑

j=1

µ je−βT j


−1 ∣∣∣e−βt1 − e−βt2

∣∣∣ (3.23)

+

∫ t2

t1

∣∣∣1β(t,u(t), v(t))
∣∣∣ dt,

it leads to P2(BR) is equicontinuous. Therefore, the set P2(BR) is relatively compact in C([0,T]) due to the
Arzelà-Ascoli’s theorem. Lemma 3.4 is proved. �

Theorem 3.5. Suppose that the conditions in the Lemma 3.2 are satisfied. Then, the problem (1.1) - (1.2) has a
solution.

Proof of Theorem 3.5. Combining Lemmas 3.2, 3.3, 3.4 and applying the Krasnoselskii’s fixed point
theorem, it is clear to see that P = U + C has a fixed point.

Theorem 3.5 is proved. �
Example 3.1. We consider the following problem

u′(t) = ε sin(v(t)), t ∈ (0, 1),

v′(t) =
ε̃ |u(t)|

1 + |u(t)|
, t ∈ (0, 1),

u(0) = u0 ∈ R, v(0) =
1
2

v(1/2) +
1
4

v(1),

(3.24)

where ε ≤
1
6

and ε̃ ≤
1

12
.

By some calculations, we can check that the conditions of Theorem 3.1 are satisfied. Indeed, in Example

3.1, we have f (t,u, v) = ε sin v, 1(t,u, v) =
ε̃ |u|

1 + |u|
, µ1 = T1 =

1
2
, µ2 =

1
4
, T2 = T = 1.
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It is clear to see that µ =
2∑

j=1

∣∣∣µ j

∣∣∣ =
3
4
< 1 satisfying (H1) and f (t,u, v), 1(t,u, v) satisfy (H2), (H3) with

Λ f (t) = ε, Λ1(t) = ε̃. We have
∥∥∥Λ f

∥∥∥
L1(0,T)

= ε,
∥∥∥Λ1∥∥∥L1(0,T)

= ε̃, so

L = αT +
∥∥∥Λ f

∥∥∥
L1(0,T)

+
(
βT +

∥∥∥Λ1∥∥∥L1(0,T)

) 1 + µ

1 −
N∑

j=1

µ je−βT j


−1

= α + ε +
(
β + ε̃

) [
1 +

3
4

(
1 −

1
2

e−β/2 −
1
4

e−β
)−1]

≤ α +
1
6

+
(
β +

1
12

) [
1 +

3
4

(
1 −

1
2

e−β/2 −
1
4

e−β
)−1]

.

We note that

lim
α→0+, β→0+

L = lim
α→0+, β→0+

{
α +

1
6

+
(
β +

1
12

) [
1 +

3
4

(
1 −

1
2

e−β/2 −
1
4

e−β
)−1]}

=
1
2
< 1,

Hence, we can choose α > 0, β > 0 small enough such that L < 1. Thus, we deduce that the problem
(3.24) has a unique solution. �

Example 3.2. Let us consider the following system
u′(t) =

εu(t)v(t)
1 + |u(t)| + |v(t)|

, t ∈ (0, 1),

v′(t) = ε̃u(t) sin(v(t)), t ∈ (0, 1),

u(0) = u0 ∈ R, v(0) =
1
3

v(1/4) −
1
7

v(1),

(3.25)

with ε <
1
9

and ε̃ ≤
1
9

. We also imply that the conditions of Theorem 3.5 are satisfied, where f (t,u, v) =

εuv
1 + |u| + |v|

, 1(t,u, v) = ε̃u sin v, µ1 =
1
3
, T1 =

1
4
, µ2 =

−1
7
, T2 = T = 1.

Indeed, by some calculations, we obtain (H1), (H2) and (H4), in which

µ =

N∑
j=1

∣∣∣µ j

∣∣∣ =
10
21

< 1;

Λ f (t) = 2ε, 11(t) = ε̃, 12(t) = 0,
∥∥∥Λ f

∥∥∥
L1(0,T)

= 2ε;

On the other hand, we also have

αT +
∥∥∥Λ f

∥∥∥
L1(0,T)

= α + 2ε ≤ α +
2
9
≤

1
4
,

if 0 < α ≤
1

36
;

(
βT +

∥∥∥11

∥∥∥
L1(0,T)

) 1 + µ

1 −
N∑

j=1

µ je−βT j


−1

=
(
β + ε̃

) [
1 +

10
21

(
1 −

1
3

e−β/4 +
1
7

e−β
)−1]

≤

(
β +

1
9

) [
1 +

10
21

(
1 −

1
3

e−β/4 +
1
7

e−β
)−1]
→

3
17

<
1
4
, as β→ 0+.
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Consequently, we can choose 0 < α ≤
1
36
, β > 0 small enough such that

αT +
∥∥∥Λ f

∥∥∥
L1(0,T)

≤
1
4

and
(
βT +

∥∥∥11

∥∥∥
L1(0,T)

) 1 + µ

1 −
N∑

j=1

µ je−βT j


−1 ≤ 1

4
.

Applying Theorem 3.5, we also verify that the system (3.25) has a solution. �

4. Positive Solutions

The main purpose of this section is to prove the existence of positive solutions for the problem (1.1)-(1.2),
in which f , 1 ∈ C([0,T] ×R2;R). The main tool is the Guo-Krasnoselskii’s fixed point theorem in a cone.

First, for the sake of simplicity, we consider the case u0 = 0. Then, based on the preliminaries, the
integral system (2.1), (2.2) can be written as follows u(t) =

∫ t

0 e−α(t−s) fα(s,u(s), v(s))ds,

v(t) =
∫ T

0 G(t, s)1β(s,u(s), v(s))ds.
(4.1)

We make the following assumptions.
(H̃0) {µ j, j = 1,N − 1} satisfies (H1) and µ j ≥ 0, ∀ j = 1,N − 1, µN > 0;
(H̃1) f : [0,T] ×R2

→ R is a continuous function and there exists a positive constant α such that

f (t,u, v) ≥ −αu, for all (t,u, v) ∈ [0,T] ×R+ ×R+;

(H̃2) 1 : [0,T] ×R2
→ R is a continuous function and there exists a positive constant β such that

1(t,u, v) ≥ −βv, for all (t,u, v) ∈ [0,T] ×R+ ×R+.

We consider the space X and define the operator P : X −→ X as in (3.1), (3.2). We have the following
simple lemmas.

Lemma 4.1. Suppose that (H̃0)–(H̃2) are satisfied. Then, for each (u, v) ∈ X such that u(t) ≥ 0, v(t) ≥ 0, for all
t ∈ [0,T], we have P1(u, v)(t) ≥ 0, P2(u, v)(t) ≥ 0, for all t ∈ [0,T].

Proof of Lemma 4.1. The proof is easy, so we omit it. �
Lemma 4.2. There exist a constant γ ∈ (0, 1) and a function Φ : [0,T]→ [0,+∞) such that

γΦ(s) ≤ G(t, s) ≤ Φ(s), (s, t) ∈ [0,T] × [0,T]. (4.2)

Proof of Lemma 4.2. By the definition of the Green’s function G(t, s), we obtain that

G(t, s) ≤ eβs +

1 −
N∑

j=1

µ je−βT j


−1 N∑

j=1

µ je−β(T j−s) (4.3)

=

1 +

1 −
N∑

j=1

µ je−βT j


−1 N∑

j=1

µ je−βT j

 eβs

≤

1 +

1 −
N∑

j=1

µ je−βT j


−1 eβs := Φ(s).

On the other hand, if we choose γ > 0 defined as follows

γ =
µNe−2βT

2 −
∑N

j=1 µ je−βT j
, (4.4)
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then γ ≤
∑N

j=1 µ j < 1 and we immediately obtain that γΦ(s) ≤ G(t, s), for all (t, s) ∈ [0,T] × [0,T].
Lemma 4.2 is completely proved. �
Now, we define the cone K in X as follows

K = {(u, v) ∈ X : u(t) ≥ 0, v(t) ≥ γ‖(u, v)‖X, ∀t ∈ [0,T]}. (4.5)

Lemma 4.3. Suppose that the following conditions are fulfilled
(i) α ≤ β;
(ii) fα(t,u, v) ≤ 1β(t,u, v) for all (t,u, v) ∈ [0,T] ×R+ ×R+.

Then, P : K→ K.
Proof of Lemma 4.3. Let (u, v) be an arbitrary element in K. We have

‖P(u, v)‖X = max
t∈[0,T]

∫ t

0
e−α(t−s)

∣∣∣ fα(s,u(s), v(s))
∣∣∣ ds + max

t∈[0,T]

∫ T

0
G(t, s)

∣∣∣1β(s,u(s), v(s))
∣∣∣ ds (4.6)

≤

∫ T

0
eαs fα(s,u(s), v(s))ds

+

1 +

1 −
N∑

j=1

µ je−βT j


−1 N∑

j=1

µ je−βT j


∫ T

0
eβs1β(s,u(s), v(s))ds

≤

∫ T

0
Φ(s)1β(s,u(s), v(s))ds.

On the other hand, we also have

P2(u, v)(t) =

∫ T

0
G(t, s)1β(s,u(s), v(s))ds (4.7)

≥ γ

∫ T

0
Φ(s)1β(s,u(s), v(s))ds.

It follows from (4.6), (4.7) that P2(u, v)(t) ≥ γ ‖P(u, v)‖X, so P : K→ K. Lemma 4.3 is proved. �
Theorem 4.4. Suppose that (H̃0)–(H̃2) and the conditions in Lemma 4.3 are satisfied. Additionally, the following

assertions are fulfilled
(i) There is a constant 0 < θ < T/2 such that∣∣∣ fα(t,u, v)

∣∣∣ ≤ θ (|u| + |v|) , ∀(t,u, v) ∈ [0,T] ×R2; (4.8)

(ii) There exist two positive constants r, R, r < R, such that

(i) 1β(t,u, v) ≤
r

2T1̂1
, ∀(t,u, v) ∈ [0,T] × [0, r] × [γr, r],

(ii) 1β(t,u, v) ≥
R

2T1̂0
, ∀(t,u, v) ∈ [0,T] × [0,R] × [γR,R],

(4.9)

or

(i) 1β(t,u, v) ≥
r

2T1̂0
, ∀(t,u, v) ∈ [0,T] × [0, r] × [γr, r],

(ii) 1β(t,u, v) ≤
R

2T1̂1
, ∀(t,u, v) ∈ [0,T] × [0,R] × [γR,R].

(4.10)

Then, the boundary value problem (1.1) - (1.2) has a solution (u, v) with u(t) ≥ 0, v(t) ≥ 0, for all t ∈ [0,T].
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Proof of Theorem 4.4. Using similar calculations and arguments as in Lemma 3.4, we obtain that the
operator P is completely continuous. Let us consider two bounded sets as follows

Ωr = {(u, v) ∈ X : ‖(u, v)‖X < r}, (4.11)
ΩR = {(u, v) ∈ X : ‖(u, v)‖X < R}.

It is easy to see that Ωr and ΩR are open subsets of X with 0 ∈ Ωr and Ωr ⊂ ΩR. We shall consider two
cases.

Case 1. The (4.9) is true.
Take an arbitrary element (u, v) ∈ K with ‖(u, v)‖X = r. We have the following estimates

P1(u, v)(t) ≤ θ
∫ t

0
(|u(s)| + |v(s)|) ds ≤ Tθ ‖(u, v)‖X , (4.12)

and

P2(u, v)(t) ≤ 1̂1

∫ T

0

∣∣∣1β(s,u(s), v(s))
∣∣∣ ds ≤

r
2

=
1
2
‖(u, v)‖X . (4.13)

It follows from (4.12), (4.13) and (4.9, (i)) that

‖P(u, v)‖X ≤ ‖(u, v)‖X , ∀(u, v) ∈ K ∩ ∂Ωr. (4.14)

On the other hand, for each (u, v) ∈ K ∩ ∂ΩR, we have

P1(u, v)(t) +P2(u, v)(t) ≥
∫ T

0
G(t, s)1β(s,u(s), v(s))ds (4.15)

≥ 1̂0

∫ T

0
1β(s,u(s), v(s))ds ≥ R = ‖(u, v)‖X .

Combining (4.14), (4.15) and applying the first part of Theorem 2.2, we deduce that there exists (u∗, v∗) ∈
P ∩ (ΩR \Ωr) such that P(u∗, v∗) = (u∗, v∗). It means that the problem (1.1) - (1.2), with u0 = 0, has positive
solutions.

Case 2. The (4.10) is true.
Using the same method as in Case 1, by applying the second part of Theorem 2.2, we obtain the similar

result.
Theorem 4.4 is proved. �
Remark 4.1. In order to show the existence of positive solutions of the problem (1.1) - (1.2) with u0 > 0,

we put ū(t) = u(t) − u0. Then, the pair of functions (ū, v) is the solution of the following problem
ū′ = f̄ (t, ū, v), t ∈ (0,T),
v′ = 1̄(t, ū, v), t ∈ (0,T),
ū(0) = 0, v(0) =

∑N
j=1 µ jv(T j),

(4.16)

where

f̄ (t,u, v) = f (t,u + u0, v),
1̄(t,u, v) = 1(t,u + u0, v).

Applying results in Theorem 4.4 for the system (4.16), we can obtain the existence of a solution (u, v)
such that u(t) ≥ u0, v(t) ≥ 0 for all t ∈ [0,T]. �

We will provide an example for Theorem 4.4 below.
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Example 4.1. Let 1̂0, 1̂1 be denoted as in Lemma 2.4, γ be defined by (4.4) such that r < γR. Let us
consider the nonlinear first-order ordinary differential system as follows

u′(t) = f (u(t), v(t)), t ∈ (0,T),
v′(t) = 1(u(t), v(t)), t ∈ (0,T),

u(0) = u0, v(0) =
N∑

j=1
µ jv(T j),

(4.17)

where {µ j, j = 1,N − 1} satisfies (H1) and µ j ≥ 0, j = 1,N − 1, µN > 0, it means that (H̃0) holds, and

f (u, v) = ε
(
1(u, v) + βv

)
− α

(
u − ε |v| sin2( 3√v)

)
, (4.18)

1(u, v) + βv =


c1Q(u, v), (u, v) ∈ R × (−∞, r],
c1(v − γR)

r − γR
Q(u, r) +

c2(u + γR)(v − r)
γR − r

, (u, v) ∈ R × [r, γR],

c2(u + v), (u, v) ∈ R × [γR,+∞),

for 0 ≤ c1 ≤
1

2T1̂1
, c2 ≥

1
γT1̂0

and Q(u, v) =
vu2

1 + u2 .

Now, we verify that (H̃1), (H̃2) are satisfied.
It is clear to see that 1 ∈ C(R2;R) and for all (u, v) ∈ R+ ×R+, we have

(i) (u, v) ∈ R+ × [0, r] : 1(u, v) + βv = c1Q(u, v) =
c1vu2

1 + u2 ≥ 0;

(ii) (u, v) ∈ R+ × [r, γR] :

1(u, v) + βv =
c1(v − γR)

r − γR
Q(u, r) +

c2(u + γR)(v − r)
γR − r

=

(
1 −

v − r
γR − r

)
c1Q(u, r) +

v − r
γR − r

c2(u + γR)

= (1 − λ) c1Q(u, r) + λc2(u + γR) ≥ 0, with λ =
v − r
γR − r

∈ [0, 1];

(iii) (u, v) ∈ R+ × [γR,+∞) : 1(u, v) + βv = c2(u + v) ≥ 0.
Thus 1(u, v) + βv ≥ 0, ∀(u, v) ∈ R+ ×R+. It implies that (H̃2) holds.
On the other hand, f satisfies (H̃1). Indeed, by f (t,u, v) = ε

(
1(u, v) + βv

)
− α

(
u − ε |v| sin2( 3

√
v)

)
, we have

f ∈ C(R2;R) and for all (u, v) ∈ R+ ×R+,

f (u, v) + αu = ε
[
1(u, v) + βv + α |v| sin2( 3√v)

]
≥ ε

(
1(u, v) + βv

)
≥ 0.

Next, the conditions in Lemma 4.3 are satisfied. We need prove that if α ≤ β, then

f (u, v) + αu ≤ 1(u, v) + βv, ∀(u, v) ∈ R+ ×R+.

We have

fα(u, v) = ε
[
1(u, v) + βv + α |v| sin2( 3√v)

]
≤ ε

[
1(u, v) + βv + αv

]
= ε

[
1(u, v) +

(
1 +

α
β

)
βv

]
≤ ε

(
1 +

α
β

)
1β(u, v)

≤ 1β(u, v), ∀(u, v) ∈ R+ ×R+,

with ε > 0 small enough, such that 0 < ε
(
1 +

α
β

)
≤ 1.

Finally, (4.8) and (4.9) are true.
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Indeed, f satisfies the condition (4.8), ie., ∃θ ∈ (0,
1

2T
] :

∣∣∣ fα(u, v)
∣∣∣ =

∣∣∣ f (u, v) + αu
∣∣∣ ≤ θ (|u| + |v|) , ∀u, v ∈ R.

For all (u, v) ∈ R2, we have

(i) (u, v) ∈ R × (−∞, r] :
∣∣∣1(u, v) + βv

∣∣∣ = c1 |Q(u, v)| =
c1 |v|u2

1 + u2 ≤ c1 |v| ≤ c1 (|u| + |v|) ;

(ii) (u, v) ∈ R × [r, γR] : with λ =
v − r
γR − r

∈ [0, 1], we get∣∣∣1(u, v) + βv
∣∣∣ =

∣∣∣∣∣∣
(
1 −

v − r
γR − r

)
c1Q(u, r) +

v − r
γR − r

c2
(
u + γR

)∣∣∣∣∣∣
≤ c1Q(u, r) + c2(|u| + γR)

≤ c1 |v| + c2(|u| +
γR
r
|v|) = c2 |u| +

(
c1 +

c2γR
r

)
|v|

≤

(
c1 +

c2γR
r

)
(|u| + |v|) ;

(iii) (u, v) ∈ R × [γR,+∞) :
∣∣∣1(u, v) + βv

∣∣∣ = |c2(u + v)| ≤ c2 (|u| + |v|) .
It implies from (i)-(iii) that∣∣∣1(u, v) + βv

∣∣∣ ≤ (
c1 +

c2γR
r

)
(|u| + |v|) , ∀(u, v) ∈ R2.

Hence∣∣∣ f (u, v) + αu
∣∣∣ = ε

∣∣∣∣[1(u, v) + βv + α |v| sin2( 3√v)
]∣∣∣∣

≤ ε
[∣∣∣1(u, v) + βv

∣∣∣ + α |v|
]

≤ ε

[(
c1 +

c2γR
r

)
(|u| + |v|) + α (|u| + |v|)

]
≤

[
ε

(
c1 +

c2γR
r

)
+ α

]
(|u| + |v|) ≡ θ (|u| + |v|) , ∀u, v ∈ R,

where θ =

[
ε

(
c1 +

c2γR
r

)
+ α

]
≤

1
2T
, with ε > 0, α > 0 small enough.

The function 1β satisfies the condition(4.9), because

(i) (u, v) ∈ [0, r] × [γr, r] : 1β(u, v) = c1Q(u, v) =
c1vu2

1 + u2 ≤ c1v ≤
r

2T1̂1
;

(ii) (u, v) ∈ [0,R] × [γR,R] : 1β(u, v) = c2(u + v) ≥ c2v ≥
1

γT1̂0
γR =

R
T1̂0

.

We deduce that the assumptions and the conditions in Theorem 4.4 are satisfied, so we also verify that
the system (4.17) has a positive solution. �

5. Multiplicity of positive solutions

In this section, we will show that the problem (1.1) - (1.2) can have two distinct solutions or even finitely
many distinct solutions. The multiplicity of positive solutions depends strongly in the nonlinear term in
(1.1). For the sake of simplicity, we just consider the case u0 = 0.

First, in order to prove the multiplicity result, we assume that there exists R1 < γR2 < γ2R3 such that,
for j = 1, 2,

(Ĥ1) 1β(t,u, v) ≤
R j

2T1̂1
for all (t,u, v) ∈ [0,T] × [0,R j] × [γR j,R j];

(Ĥ2) 1β(t,u, v) ≥
R j+1

T1̂0
for all (t,u, v) ∈ [0,T] × [0,R j+1] × [γR j+1,R j+1].
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Theorem 5.1. Assume that (H̃0)–(H̃1), (4.8) and (Ĥ1)–(Ĥ2) are satisfied. Then, the boundary value problem (1.1)
- (1.2) has two solution (u1, v1) and (u2, v2) such that

R1 < ‖(u1, v1)‖X ≤ R2, (5.1)
R2 < ‖(u2, v2)‖X ≤ R3.

Proof of Theorem 5.1. We denote the sets

Ω j =
{
(u, v) ∈ X : ‖(u, v)‖X < R j

}
, j = 1, 3. (5.2)

For (u, v) ∈ K ∩ ∂Ω1, we have

u(t) ≤ ‖(u, v)‖X = R1, (5.3)
γR1 = γ ‖(u, v)‖X ≤ v(t) ≤ ‖(u, v)‖X = R1.

It follows from (5.3) and (Ĥ1) that

1β(t,u(t), v(t)) ≤
R1

2T1̂1
. (5.4)

Combining (5.4) and (4.10), we obtain the following estimate

‖P(u, v)‖X = max
0≤t≤T

∫ t

0

∣∣∣ fα(s,u(s), v(s)
∣∣∣ ds + max

0≤t≤T

∫ T

0

∣∣∣G(t, s)1β(s,u(s), v(s))
∣∣∣ ds (5.5)

≤
1
2
‖(u, v)‖X +

R1

2
= ‖(u, v)‖X .

If (u, v) ∈ K ∩ ∂Ω2, we have

u(t) ≤ ‖(u, v)‖X = R2, (5.6)
γR1 = γ‖(u, v)‖X ≤ v(t) ≤ ‖(u, v)‖ = R2.

It follows from (5.6) and the assumption (Ĥ2) that

‖P(u, v)‖X ≥ ‖(u, v)‖X . (5.7)

Applying the Guo-Krasnoselskii’s fixed point theorem, we verify that there exists a pair of functions
(u1, v1) ∈ K ∩ (Ω2 \Ω1) such that P(u1, v1) = (u1, v1).

By using the similar calculations and arguments as the previous part, we also deduce that there exists a
pair of functions (u2, v2) ∈ K ∩ (Ω3 \Ω2) which is a fixed point of the operator P.

Theorem 5.1 is proved. �
Next, we shall generalize results obtained in Theorem 5.1 to have the existence of finitely many distinct

solutions. For this purpose, we assume that there exists {R j}
p
j=1 such that R j−1 < γR j. We make the following

assumptions

(Ĥ3) 1β(t,u, v) ≤
R j

2T1̂1
for all (t,u, v) ∈ [0,T] × [0,R j] × [γR j,R j], j = 1, p − 1,

(Ĥ4) 1β(t,u, v) ≥
R j+1

T1̂0
for all (t,u, v) ∈ [0,T] × [0,R j+1] × [γR j+1,R j+1], j = 1, p − 1;

or

(Ĥ5) 1β(t,u, v) ≥
R j

T1̂0
for all (t,u, v) ∈ [0,T] × [0,R j] × [γR j,R j], j = 1, p − 1,

(Ĥ6) 1β(t,u, v) ≤
R j+1

2T1̂1
for all (t,u, v) ∈ [0,T] × [0,R j+1] × [γR j+1,R j+1], j = 1, p − 1.
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Theorem 5.2. Assume that (H̃0)–(H̃1), (4.8) and (Ĥ3)–(Ĥ4) (or (Ĥ5)–(Ĥ6)) are satisfied. Then, the boundary
value problem (1.1) - (1.2) has at least p − 1 solutions (u j, v j), 1 ≤ j ≤ p − 1 such that

R j < ‖(u, v)‖X ≤ R j+1, j = 1, p − 1. (5.8)

Finally, assume that we have a positive sequence {R j} such that
R j

R j+1
< γ < 1 such that for each j ∈N,

(Ĥ7) 1β(t,u, v) ≤
R j

2T1̂1
for all (t,u, v) ∈ [0,T] × [0,R j] × [γR j,R j],

(Ĥ8) 1β(t,u, v) ≥
R j+1

T1̂0
for all (t,u, v) ∈ [0,T] × [0,R j+1] × [γR j+1,R j+1];

or

(Ĥ9) 1β(t,u, v) ≥
R j

T1̂0
for all (t,u, v) ∈ [0,T] × [0,R j] × [γR j,R j],

(Ĥ10) 1β(t,u, v) ≤
R j+1

2T1̂1
for all (t,u, v) ∈ [0,T] × [0,R j+1] × [γR j+1,R j+1].

Then, we have the following theorem
Theorem 5.3. Assume that (H̃0)–(H̃1), (4.8) and (Ĥ7)–(Ĥ8) (or (Ĥ9)–(Ĥ10)) are satisfied. Then, the boundary

value problem (1.1) - (1.2) has infinitely many solutions {(u j, v j)}, j ∈N such that

R j < ‖(u, v)‖X ≤ R j+1, ∀ j ∈N. (5.9)

6. Conclusions

We have applied suitable fixed point theorems such as Banach contraction principle, the Krasnoselskii’s
fixed point theorem, the Guo-Krasnoselskii’s fixed point theorem in cones, to prove the existence of solu-
tions/positive solutions/the multiplicity of positive solutions for a nonlinear differential system with initial
and multi-point boundary conditions. In future works, we shall apply the fixed point techniques as above
to consider the existence and the properties of the solutions for some problems in more general forms, for
example

u′k(t) = fk(t,u1, · · · ,um,um+1, · · · ,um+n), t ∈ (0,T), k = 1,m + n, (6.1)

asscociated with the initial and multipoint conditions
uk(0) = u0k, k = 1,m,

uk(0) =
N∑

j=1
µkjuk(Tkj), k = m + 1,m + n,

(6.2)

where fk : [0,T] × Rm+n
→ R (k = 1,m + n) are given functions; and u0k (k = 1,m), 0 < Tk1 < Tk2 < · · · <

TkN = T (k = m + 1,m + n), µkj are given constants, with
N∑

j=1

∣∣∣µkj

∣∣∣ ≤ 1.
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