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#### Abstract

By means of the Bai-Ge's fixed point theorem, this paper shows the existence of positive solutions for nonlinear fractional $p$-Laplacian differential equations. Here, the fractional derivative is the standard Riemann-Liouville one. Finally, an example is given to illustrate the importance of results obtained.


## 1. Introduction

We are concerned with the multiple positive solutions of the following fractional differential equation with integral boundary conditions:

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\vartheta_{1}}\left(\phi_{p}\left(D_{0^{+}}^{\vartheta_{2}} u(t)\right)\right)=f\left(t, u(t), D_{0^{+}}^{\vartheta_{2}} u(t)\right), \quad t \in(0,1)  \tag{1}\\
D_{0^{+}}^{\vartheta_{2}} u(0)=0, \quad D_{0^{+}}^{\vartheta_{1}-2}\left(\phi_{p}\left(D_{0^{+}}^{\vartheta_{2}} u(0)\right)\right)=D_{0^{+}}^{\vartheta_{1}-1}\left(\phi_{p}\left(D_{0^{+}}^{\vartheta_{2}} u(1)\right)\right)=\int_{0}^{1} g(s) \phi_{p}\left(D_{0^{+}}^{\vartheta_{2}} u(s)\right) d s, \\
u(0)=0, \quad D_{0^{+}}^{\vartheta_{2}-2} u(0)=D_{0^{+}}^{\vartheta_{2}-1} u(1)=\int_{0}^{1} h(s) u(s) d s,
\end{array}\right.
$$

where $2<\vartheta_{1}, \vartheta_{2} \leq 3,5<\vartheta_{1}+\vartheta_{2} \leq 6$, $D^{(\cdot)}$ denotes the Riemann-Liouville fractional derivative of or$\operatorname{der}(),. f \in C([0,1] \times[0, \infty) \times(-\infty,+\infty),[0, \infty))$ and $g, h \in C([0,1],[0, \infty))$ with $\int_{0}^{1} \frac{s^{\theta_{1}-1}+s^{\theta_{1}-2}\left(\vartheta_{1}-1\right)}{\Gamma\left(\vartheta_{1}\right)} g(s) d s<1$, $\int_{0}^{1} \frac{s^{s_{2}-1}+s^{s_{2}-2}\left(\vartheta_{2}-1\right)}{\Gamma\left(s_{2}\right)} h(s) d s<1, \phi_{p}(s)$ is the $p$-Laplacian operator, i.e., $\phi_{p}(s)=|s|^{p-2} s, p>1,\left(\phi_{p}\right)^{-1}=\phi_{q}, \frac{1}{p}+\frac{1}{q}=1$.

In recent years, the subject of fractional calculus and fractional differential equations has obtained a considerable popularity and importance, mostly by virtue of their demonstrated applications in widespread fields of science and engineering. For the related applications and details about fractional calculus and fractional differential equation, see [1, 2, 4-16] and the references therein. In [7], the authors studied the following fractional boundary value problem

[^0]\[

\left\{$$
\begin{array}{l}
D_{0^{+}}^{\alpha}\left(\phi_{p}\left({ }^{c} D_{0^{+}}^{\beta} u(t)\right)\right)+f\left(t, u(t),{ }^{c} D_{0^{+}}^{\beta} u(t)\right), \quad t \in(0,1) \\
{ }^{c} D_{0^{+}}^{\beta} u(0)=u^{\prime}(0)=0, \quad u(0)=\int_{0}^{1} g_{0}(s) u(s) d s \\
D_{0^{+}}^{\alpha-1}\left(\phi_{p}\left({ }^{c} D_{0^{+}}^{\beta} u(1)\right)\right)=\int_{0}^{1} g_{1}(s) \phi_{p}\left({ }^{c} D_{0^{+}}^{\beta} u(s)\right) d s
\end{array}
$$\right.
\]

where $\alpha, \beta \in(1,2], D_{0^{+}}^{\alpha}$ is the Riemann Liouville fractional derivative operator, ${ }^{c} D_{0^{+}}^{\beta}$ is the Caputo fractional derivative operator, $\phi_{p}$ is the $p$-Laplacian operator, $f \in C([0,1] \times[0,+\infty) \times[0,+\infty),[0,+\infty)), g_{0}, g_{1} \in C([0,1] \times$ $[0,+\infty)$ ). They obtained the existence of at least three positive solutions by using the generalization of the Leggett-Williams fixed point theorem.

In [1], Ahmad, Ntouyas and Alsaedi considered the following nonlinear fractional differential equations of order $q \in(1,2]$ with three-point integral boundary condition given by

$$
\begin{cases}{ }^{c} D^{q} x(t)=f(t, x(t)), \quad 0<t<1, & 1<q \leq 2 \\ x(0)=0, \quad x(1)=a \int_{0}^{\eta} x(s) d s, & 0<\eta<1\end{cases}
$$

where ${ }^{c} D^{q}$ denotes the Caputo fractional derivative of order $q, f:[0,1] \times X \rightarrow X$ is continuous, and $a \in \mathbb{R}$ is such that $a \neq 2 / \eta^{2}$. Some new existence and uniqueness results are obtained by using the standard fixed point theorems and Leray-Schauder degree theory.

Inspired by the works mentioned above, we establish the multiplicity results of positive solutions for the boundary value problem (1). Here, our nonlinear function $f$ is independent of fractional derivative of unknown function $u(t)$. This makes the problem more difficult and complicated. Only a few papers cover fractional differential equations with fractional orders $2<\vartheta_{1}, \vartheta_{2} \leq 3$. Also, due to the singularity of the Riemann-Liouville fractional derivative, it is very difficult to determine the initial value.

## 2. Preliminaries

We first wish to collect the background knowledge of fractional calculus (see [5, 10]).
Definition 2.1. The Riemann Liouville fractional integral of order $\vartheta \in \mathbb{R}^{+}$of a function $g:(0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
I_{0^{+}}^{\vartheta} g(t)=\frac{1}{\Gamma(\vartheta)} \int_{0}^{t}(t-s)^{\vartheta-1} g(s) d s
$$

whenever the right-hand side is defined. Similarly, with $\vartheta>0$ and $\vartheta \in \mathbb{R}$, we define the Riemann-Liouville fractional derivative to be

$$
D_{0^{+}}^{\vartheta} g(t)=\left(\frac{d}{d t}\right)^{n} I_{0^{+}}^{n-\vartheta} g(t)=\frac{1}{\Gamma(n-\vartheta)}\left(\frac{d}{d t}\right)^{n} \int_{0}^{t}(t-s)^{n-\vartheta-1} g(s) d s
$$

where $n$ is the smallest integer greater than or equal to $\vartheta$, whenever the right-hand side is defined. In particular, for $\vartheta=n, D_{0^{+}}^{n} g(t)=g^{(n)}(t)$.

Lemma 2.2. The general solution to $D_{0^{+}}^{\vartheta} g=0$ is the function $g(t)=c_{1} t^{\vartheta-1}+c_{2} t^{\vartheta-2}+\cdots+c_{n} t^{\vartheta-n}, c_{i} \in \mathbb{R}$, where $n-1<\vartheta \leq n$ and $\vartheta>0, i=1, \ldots, n$.

It is easy to see that the boundary value problem (1) can be decomposed into the following coupled boundary value problems:

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\vartheta_{1}} v(t)=f\left(t, u(t), D_{0^{+}}^{\vartheta_{2}} u(t)\right), \quad t \in(0,1)  \tag{2}\\
v(0)=0, \\
D_{0^{+}}^{\vartheta_{1}-2} v(0)=D_{0^{+}}^{\vartheta_{1}-1} v(1)=\int_{0}^{1} g(s) v(s) d s
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\vartheta_{2}} u(t)=\phi_{q}(v(t)), \quad t \in(0,1)  \tag{3}\\
u(0)=0, \\
D_{0^{+}}^{\vartheta_{2}-2} u(0)=D_{0^{+}}^{\vartheta_{2}-1} u(1)=\int_{0}^{1} h(s) u(s) d s
\end{array}\right.
$$

Lemma 2.3. If $k \in C([0,1])$, then

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\vartheta_{1}} v(t)=k(t), \quad t \in(0,1)  \tag{4}\\
v(0)=0, \\
D_{0^{+}}^{\vartheta_{1}-2} v(0)=D_{0^{+}}^{\vartheta_{1}-1} v(1)=\int_{0}^{1} g(s) v(s) d s
\end{array}\right.
$$

has a unique solution $v$ and $v$ can be expressed in the form

$$
v(t)=-\int_{0}^{1} H_{1}(t, s) k(s) d s
$$

where

$$
\begin{align*}
& H_{1}(t, s)=G_{1}(t, s)+\frac{t^{\vartheta_{1}-1}+t^{\vartheta_{1}-2}\left(\vartheta_{1}-1\right)}{\Delta_{1} \Gamma\left(\vartheta_{1}\right)} \int_{0}^{1} G_{1}(t, s) g(t) d t,  \tag{5}\\
& G_{1}(t, s)=\frac{1}{\Gamma\left(\vartheta_{1}\right)} \begin{cases}t^{\vartheta_{1}-1}, & 0 \leq t \leq s \leq 1, \\
t^{\vartheta_{1}-1}-(t-s)^{\vartheta_{1}-1}, & 0 \leq s \leq t \leq 1,\end{cases}  \tag{6}\\
& \text { and } \Delta_{1}=1-\int_{0}^{1} \frac{s^{\vartheta_{1}-1}+s^{\vartheta_{1}-2}\left(\vartheta_{1}-1\right)}{\Gamma\left(\vartheta_{1}\right)} g(s) d s .
\end{align*}
$$

Proof. Let $v$ verify (4). Then the general solution of (4) is given by

$$
\begin{equation*}
v(t)=\frac{1}{\Gamma\left(\vartheta_{1}\right)} \int_{0}^{t}(t-s)^{\vartheta_{1}-1} k(s) d s+c_{1} t^{\vartheta_{1}-1}+c_{2} t^{\vartheta_{1}-2}+c_{3} t^{\vartheta_{1}-3} . \tag{7}
\end{equation*}
$$

The boundary condition $v(0)=0$ implies that $c_{3}=0$. By the boundary conditions $D_{0^{+}}^{\vartheta_{1}-2} v(0)=\int_{0}^{1} g(s) v(s) d s$ and $D_{0^{+}}^{\vartheta_{1}-1} v(1)=\int_{0}^{1} g(s) v(s) d s$, we have

$$
c_{2}=\frac{1}{\Gamma\left(\vartheta_{1}-1\right)} \int_{0}^{1} g(s) v(s) d s
$$

and

$$
c_{1}=-\frac{1}{\Gamma\left(\vartheta_{1}\right)} \int_{0}^{1} k(s) d s+\frac{1}{\Gamma\left(\vartheta_{1}\right)} \int_{0}^{1} g(s) v(s) d s
$$

Substituting $c_{1}$ and $c_{2}$ into (7), we obtain

$$
\begin{align*}
v(t) & =\frac{1}{\Gamma\left(\vartheta_{1}\right)} \int_{0}^{t}(t-s)^{\vartheta_{1}-1} k(s) d s-\frac{t^{\vartheta_{1}-1}}{\Gamma\left(\vartheta_{1}\right)}\left[\int_{0}^{1} k(s) d s-\int_{0}^{1} g(s) v(s) d s\right]+\frac{t^{\vartheta_{1}-2}}{\Gamma\left(\vartheta_{1}-1\right)} \int_{0}^{1} g(s) v(s) d s  \tag{8}\\
& =-\int_{0}^{1} G_{1}(t, s) k(s) d s+\frac{t^{\vartheta_{1}-1}+t^{\vartheta_{1}-2}\left(\vartheta_{1}-1\right)}{\Gamma\left(\vartheta_{1}\right)} \int_{0}^{1} g(s) v(s) d s
\end{align*}
$$

where

$$
\int_{0}^{1} g(s) v(s) d s=\int_{0}^{1} g(s)\left[-\int_{0}^{1} G_{1}(s, \tau) k(\tau) d \tau+\frac{s^{\vartheta_{1}-1}+s^{\vartheta_{1}-2}\left(\vartheta_{1}-1\right)}{\Gamma\left(\vartheta_{1}\right)} \int_{0}^{1} g(\tau) v(\tau) d \tau\right] d s
$$

So,

$$
\begin{equation*}
\int_{0}^{1} g(s) v(s) d s=\frac{1}{1-\int_{0}^{1} \frac{s^{\vartheta_{1}-1}+s^{\vartheta_{1}-2}\left(\vartheta_{1}-1\right)}{\Gamma\left(\vartheta_{1}\right)} g(s) d s} \int_{0}^{1} g(s)\left[-\int_{0}^{1} G_{1}(s, \tau) k(\tau) d \tau\right] d s \tag{9}
\end{equation*}
$$

Putting (9) into (8), we have

$$
\begin{aligned}
v(t) & =-\int_{0}^{1} G_{1}(t, s) k(s) d s+\frac{t^{\vartheta_{1}-1}+t^{\vartheta_{1}-2}\left(\vartheta_{1}-1\right)}{\Delta_{1} \Gamma\left(\vartheta_{1}\right)} \int_{0}^{1}\left[-\int_{0}^{1} G_{1}(t, s) g(t) d t\right] k(s) d s \\
& =-\int_{0}^{1} H_{1}(t, s) k(s) d s .
\end{aligned}
$$

Lemma 2.4. Let $v \in C([0,1])$, then

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\vartheta_{2}} u(t)=\phi_{q}(v(t)), \quad t \in(0,1)  \tag{10}\\
u(0)=0, \\
D_{0^{+}}^{\vartheta_{2}-2} u(0)=D_{0^{+}}^{\vartheta_{2}-1} u(1)=\int_{0}^{1} h(s) u(s) d s
\end{array}\right.
$$

has a unique solution $u$ and $u$ can be expressed in the form

$$
u(t)=-\int_{0}^{1} H_{2}(t, s) \phi_{q}(v(s)) d s
$$

where

$$
\begin{equation*}
H_{2}(t, s)=G_{2}(t, s)+\frac{t^{\vartheta_{2}-1}+t^{\vartheta_{2}-2}\left(\vartheta_{2}-1\right)}{\Delta_{2} \Gamma\left(\vartheta_{2}\right)} \int_{0}^{1} G_{2}(t, s) h(t) d t \tag{11}
\end{equation*}
$$

$$
G_{2}(t, s)=\frac{1}{\Gamma\left(\vartheta_{2}\right)} \begin{cases}t^{\vartheta_{2}-1}, & 0 \leq t \leq s \leq 1  \tag{12}\\ t^{\vartheta_{2}-1}-(t-s)^{\vartheta_{2}-1}, & 0 \leq s \leq t \leq 1\end{cases}
$$

and $\Delta_{2}=1-\int_{0}^{1} \frac{s^{\vartheta_{2}-1}+s^{\vartheta_{2}-2}\left(\vartheta_{2}-1\right)}{\Gamma\left(\vartheta_{2}\right)} h(s) d s$.
Lemma 2.5. Assume $\eta \in(0,1)$, then the functions $G_{i}(t, s),(i=1,2)$ given by (6) and (12) satisfy
(i) $G_{i}(t, s)$ are continuous functions and $G_{i}(t, s) \geq 0$ for any $t, s \in[0,1], i=1,2$.
(ii) $G_{i}(t, s) \leq G_{i}(1, s)$ for any $t, s \in[0,1], i=1,2$.
(iii) $G_{1}(t, s) \geq t^{\vartheta_{1}-1} G_{1}(t, s)$ and $G_{2}(t, s) \geq t^{\vartheta_{2}-1} G_{2}(t, s)$ for any $t, s \in[0,1]$.
(iv) $G_{1}(t, s) \geq \eta^{\vartheta_{1}-1} G_{1}(t, s)$ and $G_{2}(t, s) \geq \eta^{\vartheta_{2}-1} G_{2}(t, s)$ for any $t \in[\eta, 1]$ and $s \in[0,1]$.

Proof. We can easily see that (i) and (iii)-(iv) hold. Next, we show that (ii) holds. If $t \geq s$, then

$$
\begin{aligned}
G_{1 t}(t, s) & =\frac{\left(\vartheta_{1}-1\right) t^{\vartheta_{1}-2}-\left(\vartheta_{1}-1\right)(t-s)^{\vartheta_{1}-2}}{\Gamma\left(\vartheta_{1}\right)} \\
& =\frac{\left.\left(\vartheta_{1}-1\right)\left[t^{\vartheta_{1}-2}-t^{\vartheta_{1}-2}\left(1-\frac{s}{t}\right)^{\vartheta_{1}-2}\right)\right]}{\Gamma\left(\vartheta_{1}\right)} \\
& \geq \frac{\left.\left(\vartheta_{1}-1\right) t^{\vartheta_{1}-2}\left[1-(1-s)^{\vartheta_{1}-2}\right)\right]}{\Gamma\left(\vartheta_{1}\right)} \\
& \geq 0 .
\end{aligned}
$$

Since $G_{1 t}(t, s) \geq 0, G_{1}(t, s)$ is increasing on $[s, 1]$ with respect to $t$. Hence, we have $G_{1}(t, s) \leq G_{1}(1, s)$.
Now, we will show that, $G_{1}(t, s) \leq G_{1}(1, s)$ when $s \geq t$. Let $f(s)=1-s^{\vartheta_{1}-1}-(1-s)^{\vartheta_{1}-1}$. Then $f^{\prime \prime}(s)=$ $-\left(\vartheta_{1}-1\right)\left(\vartheta_{1}-2\right) s^{\vartheta_{1}-3}-\left(\vartheta_{1}-1\right)\left(\vartheta_{1}-2\right)(1-s)^{\vartheta_{1}-3} \leq 0$. From the fact that $f^{\prime \prime}(s) \leq 0$, the graph of $f$ is concave down on $[0,1]$. Using $f(1)=f(0)=0$, we get $f(s) \geq 0$. Thus,

$$
G_{1}(t, s)=\frac{t^{\vartheta_{1}-1}}{\Gamma\left(\vartheta_{1}\right)} \leq \frac{s^{\vartheta_{1}-1}}{\Gamma\left(\vartheta_{1}\right)} \leq \frac{1-(1-s)^{\vartheta_{1}-1}}{\Gamma\left(\vartheta_{1}\right)}=G_{1}(1, s)
$$

Thus, $G_{1}(t, s) \leq G_{1}(1, s)$ for any $t, s \in[0,1]$. Similar to the proof of $G_{1}(t, s) \leq G_{1}(1, s)$ for any $t, s \in[0,1]$, we obtain $G_{2}(t, s) \leq G_{2}(1, s)$.
The proof is completed.
Lemma 2.6. The functions $H_{i}(t, s),(i=1,2)$ given by (5) and (11) verify
(i) $H_{1}(t, s) \leq \Theta_{1}(s)$ and $H_{2}(t, s) \leq \Theta_{2}(s)$ for any $t, s \in[0,1]$.
(ii) $H_{1}(t, s) \geq \eta^{\vartheta_{1}-1} \Theta_{1}(s)$ and $H_{2}(t, s) \geq \eta^{\vartheta_{2}-1} \Theta_{2}(s)$ for any $t \in[\eta, 1]$ and $s \in[0,1]$,
where

$$
\begin{equation*}
\Theta_{1}(s)=G_{1}(1, s)+\frac{\vartheta_{1}}{\Delta_{1} \Gamma\left(\vartheta_{1}\right)} \int_{0}^{1} G_{1}(t, s) g(t) d t, \tag{13}
\end{equation*}
$$

$$
\begin{equation*}
\Theta_{2}(s)=G_{2}(1, s)+\frac{\vartheta_{2}}{\Delta_{2} \Gamma\left(\vartheta_{2}\right)} \int_{0}^{1} G_{2}(t, s) h(t) d t \tag{14}
\end{equation*}
$$

Proof. It follows from Lemma 2.5 and the definition of $G_{1}(t, s)$ and $G_{2}(t, s)$ that $(i)$ holds. At the moment, we prove that (ii) also holds. For any $t \in[\eta, 1]$ and $s \in[0,1]$,

$$
\begin{align*}
H_{1}(t, s) & =G_{1}(t, s)+\frac{t^{\vartheta_{1}-1}+t^{\vartheta_{1}-2}\left(\vartheta_{1}-1\right)}{\Delta_{1} \Gamma\left(\vartheta_{1}\right)} \int_{0}^{1} G_{1}(t, s) g(t) d t \\
& \geq \eta^{\vartheta_{1}-1} G_{1}(1, s)+\frac{\eta^{\vartheta_{1}-1}+\eta^{\vartheta_{1}-2}\left(\vartheta_{1}-1\right)}{\Delta_{1} \Gamma\left(\vartheta_{1}\right)} \int_{0}^{1} G_{1}(t, s) g(t) d t \\
& \geq \eta^{\vartheta_{1}-1} G_{1}(1, s)+\frac{\eta^{\vartheta_{1}-1}+\eta^{\vartheta_{1}-1}\left(\vartheta_{1}-1\right)}{\Delta_{1} \Gamma\left(\vartheta_{1}\right)} \int_{0}^{1} G_{1}(t, s) g(t) d t  \tag{15}\\
& =\eta^{\vartheta_{1}-1}\left[G_{1}(1, s)+\frac{\vartheta_{1}}{\Delta_{1} \Gamma\left(\vartheta_{1}\right)} \int_{0}^{1} G_{1}(t, s) g(t) d t\right] \\
& =\eta^{\vartheta_{1}-1} \Theta_{1}(s) .
\end{align*}
$$

Similarly, we can prove that $H_{2}(t, s) \geq \eta^{\vartheta_{2}-1} \Theta_{2}(s)$ for any $t \in[\eta, 1]$ and $s \in[0,1]$.
The proof is completed.
Let $E=C^{\vartheta_{2}}[0,1]:=\left\{u: u \in C[0,1], D_{0^{+}}^{\vartheta_{2}} u \in C[0,1]\right\}$ be a Banach space with the norm

$$
\|u\|_{\vartheta_{2}}=\max \left\{\|u\|_{\infty},\left\|D_{0^{+}}^{\vartheta_{2}} u\right\|_{\infty}\right\}
$$

where $\|u\|_{\infty}=\max _{t \in[0,1]}|u(t)|,\left\|D_{0^{+}}^{\vartheta_{2}} u\right\|_{\infty}=\max _{t \in[0,1]}\left|D_{0^{+}}^{\vartheta_{2}} u(t)\right|$. Define the cone $P \subset E$ by

$$
P=\left\{u \in E: u(t) \geq 0, \min _{t \in[\eta, 1]} u(t) \geq \eta^{\vartheta_{2}-1} \max _{t \in[0,1]} u(t)\right\} .
$$

Let $A: P \rightarrow E$, by

$$
\begin{equation*}
A u(t)=\int_{0}^{1} H_{2}(t, s) \phi_{q}\left(\int_{0}^{1} H_{1}(s, \tau) f\left(\tau, u(\tau), D_{0^{+}}^{\vartheta_{2}} u(\tau)\right) d \tau\right) d s \tag{16}
\end{equation*}
$$

Then, the fixed point of the operator $A$ is the solution of the problem (1).
Lemma 2.7. $A: P \rightarrow P$ is a completely continuous operator.
Proof. We first show that $A: P \rightarrow P$ is well defined. Let $u \in P$. Considering the definition of $A$, one gets $A u(t) \geq 0$ for $t \in[0,1]$. Moreover, by Lemma 2.5 and Lemma 2.6, we have,

$$
\begin{aligned}
\max _{t \in[0,1]} A u(t) & =\int_{0}^{1} H_{2}(t, s) \phi_{q}\left(\int_{0}^{1} H_{1}(s, \tau) f\left(\tau, u(\tau), D_{0^{+}}^{\vartheta_{2}} u(\tau)\right) d \tau\right) d s \\
& \leq \int_{0}^{1} \Theta_{2}(s) \phi_{q}\left(\int_{0}^{1} H_{1}(s, \tau) f\left(\tau, u(\tau), D_{0^{+}}^{\vartheta_{2}} u(\tau)\right) d \tau\right) d s .
\end{aligned}
$$

And next,

$$
\begin{aligned}
\min _{t \in[\eta, 1]} A u(t) & =\int_{0}^{1} H_{2}(t, s) \phi_{q}\left(\int_{0}^{1} H_{1}(s, \tau) f\left(\tau, u(\tau), D_{0^{+}}^{\vartheta_{2}} u(\tau)\right) d \tau\right) d s \\
& \geq \int_{0}^{1} \eta^{\vartheta_{2}-1} \Theta_{2}(s) \phi_{q}\left(\int_{0}^{1} H_{1}(s, \tau) f\left(\tau, u(\tau), D_{0^{+}}^{\vartheta_{2}} u(\tau)\right) d \tau\right) d s \\
& \geq \eta^{\vartheta_{2}-1} \max _{t \in[0,1]} A u(t) .
\end{aligned}
$$

So, $A u \in P$ and then $A(P) \subset P$. Also, in view of the Arzela Ascoli theorem and the standard arguments, one can see easily that $A: P \rightarrow P$ is completely continuous.

We are now ready to apply the fixed point theorem due to Bai and Ge to the operator $A$ in order to get sufficient conditions for the existence of multiple positive solutions to the BVP (1).

Let $r>a>0, L>0$ be given constants and $\zeta$ be a nonnegative continuous concave functional and $\alpha, \beta$ be a nonnegative continuous convex functional on the cone $P$. Define bounded convex sets by

$$
\begin{gathered}
P\left(\alpha^{r}, \beta^{L}\right)=\{u \in P: \alpha(u)<r, \beta(u)<L\}, \\
\bar{P}\left(\alpha^{r}, \beta^{L}\right)=\{u \in P: \alpha(u) \leq r, \beta(u) \leq L\}, \\
P\left(\alpha^{r}, \beta^{L}, \zeta_{a}\right)=\{u \in P: \alpha(u)<r, \beta(u)<L, \zeta(u)>a\}, \\
\bar{P}\left(\alpha^{r}, \beta^{L}, \zeta_{a}\right)=\{u \in P: \alpha(u) \leq r, \beta(u) \leq L, \zeta(u) \geq a\} .
\end{gathered}
$$

The nonnegative continuous convex functionals $\alpha, \beta$ on cone $P$ satisfy
$\left(E_{1}\right):$ There exists $M>0$ such that $\|u\| \leq M \max \{\alpha(u), \beta(u)\}$ for all $u \in P$;
$\left(E_{2}\right): \Omega=\{u \in P: \alpha(u)<r, \beta(u)<L\} \neq \emptyset$, for any $r>0, L>0$.
The following fixed point theorem is fundamental and important for the proof of our main result.
Theorem 2.8. [3] Let $\mathbb{B}$ be a Banach space, $P \subset \mathbb{B}$ be a cone and $r_{2} \geq d>b>r_{1}>0, L_{2} \geq L_{1}>0$ be given. Assume that $\alpha, \beta$ are nonnegative continuous convex functionals on $P$, such that $\left(E_{1}\right)$ and $\left(E_{2}\right)$ are satisfied, $\zeta$ is a nonnegative continuous concave functional on $P$, such that $\zeta(u) \leq \alpha(u)$ for all $u \in \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}\right)$ and let $A: \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}\right) \rightarrow \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}\right)$ be a completely continuous operator.
(B1) $\left\{u \in \bar{P}\left(\alpha^{d}, \beta^{L_{2}}, \zeta_{b}\right): \zeta(u)>b\right\} \neq \emptyset$, and $\zeta(A u)>b$ for $u \in \bar{P}\left(\alpha^{d}, \beta^{L_{2}}, \zeta_{b}\right)$,
(B2) $\alpha(A u)<r_{1}, \beta(A u)<L_{1}$, for all $u \in \bar{P}\left(\alpha^{r_{1}}, \beta^{L_{1}}\right)$,
(B3) $\zeta(A u)>b$, for all $u \in \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}, \zeta_{b}\right)$ with $\alpha(A u)>d$.
Then $A$ has at least three fixed points $u_{1}, u_{2}, u_{3}$ in $\bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}\right)$ with

$$
\begin{aligned}
& u_{1} \in P\left(\alpha^{r_{1}}, \beta^{L_{1}}\right), u_{2} \in\left\{\bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}, \zeta_{b}\right): \zeta(u)>b\right\} \\
& u_{3} \in \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}\right) \backslash\left(\bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}, \zeta_{b}\right) \cup \bar{P}\left(\alpha^{r_{1}}, \beta^{L_{1}}\right)\right)
\end{aligned}
$$

For the readers convenience, let us denote

$$
\begin{aligned}
c & =\eta^{\vartheta_{2}-1} \int_{\eta}^{1} \Theta_{2}(s) \phi_{q}\left(\eta^{\vartheta_{1}-1} \int_{\eta}^{1} \Theta_{1}(\tau) d \tau\right) d s \\
L & =\int_{0}^{1} \Theta_{2}(s) \phi_{q}\left(\int_{0}^{1} \Theta_{1}(\tau) d \tau\right) d s \\
B & =\phi_{q}\left(\int_{0}^{1} \Theta_{1}(s) d s\right) .
\end{aligned}
$$

## 3. Existence theorem

Theorem 3.1. Assume that there exist constants $\eta^{\vartheta_{1}+\vartheta_{2}-2} r_{2}>b>r_{1}>0, L_{2} \geq L_{1}>0$ such that $\frac{b}{c} \leq \min \left\{\frac{r_{2}}{L}, \frac{L_{2}}{B}\right\}$. Assume
(a) $f(t, u, v) \leq \min \left\{\phi_{p}\left(\frac{r_{2}}{L}\right), \phi_{p}\left(\frac{L_{2}}{B}\right)\right\}$ for $t \in[0,1], u \in\left[0, r_{2}\right], v \in\left[-L_{2}, 0\right]$.
(b) $f(t, u, v)>\phi_{p}\left(\frac{b}{c}\right)$ for $t \in[\eta, 1], u \in\left[b, \frac{b}{\eta^{s_{1}+\vartheta_{2}-2}}\right], v \in\left[-L_{2}, 0\right]$.
(c) $f(t, u, v)<\min \left\{\phi_{p}\left(\frac{r_{1}}{L}\right), \phi_{p}\left(\frac{L_{1}}{B}\right)\right\}$ for $t \in[0,1], u \in\left[0, r_{1}\right], v \in\left[-L_{1}, 0\right]$.

Then the problem (1) has at least three positive solutions $u_{i}(i=1,2,3)$ with

$$
\begin{gathered}
0 \leq \max _{t \in[0,1]} u_{1}(t) \leq r_{1}, \max _{t \in[0,1]}\left|D_{0^{+}}^{\vartheta_{2}} u_{1}(t)\right| \leq L_{1} \\
b<\min _{t \in[\eta, 1]} u_{2}(t) \leq \max _{t \in[0,1]} u_{2}(t) \leq r_{2}, \max _{t \in[0,1]}\left|D_{0^{+}}^{\vartheta_{2}} u_{2}(t)\right| \leq L_{2} ; \\
\min _{t \in[\eta, 1]} u_{3}(t) \leq b, r_{1} \leq \max _{t \in[0,1]} u_{3}(t) \leq r_{2}, \max _{t \in[0,1]}\left|D_{0^{+}}^{\vartheta_{2}} u_{3}(t)\right| \leq L_{2} .
\end{gathered}
$$

Proof. Let $P$ and $A$ be defined as above. Define $\alpha, \beta$ and $\zeta$ by

$$
\begin{gathered}
\alpha(u)=\max _{t \in[0,1]}|u(t)|, \beta(u)=\max _{t \in[0,1]}\left|D_{0^{+}}^{\vartheta_{2}} u(t)\right|, \\
\zeta(u)=\min _{t \in[\eta, 1]}|u(t)|,
\end{gathered}
$$

for $u \in P$. Obviously, $\alpha, \beta: P \rightarrow[0,+\infty)$ are nonnegative continuous convex functionals, $\zeta$ is nonnegative continuous concave functional with $\zeta(u) \leq \alpha(u)$ for all $u \in \mathbb{B}$. For any $r>0$ and $L>0$, let $u_{1}(t)=a t^{\vartheta_{2}-1}$, where $0<a<r$. Then $u_{1}(t)=a t^{\vartheta_{2}-1} \in P\left(\alpha^{r}, \beta^{L}\right) \neq \emptyset$. Thus, $\left(E_{1}\right),\left(E_{2}\right)$ are satisfied. Then $\alpha(u), \beta(u), \zeta(u)$ satisfy the conditions in Theorem 2.8. Now, we set out to verify that the operator $A$ satisfies all conditions in Theorem 2.8 which will prove the existence of three fixed points of $A$. It follows from Lemma 2.7 that A is completely continuous. First of all, we show that $A: \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}\right) \rightarrow \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}\right)$. Let $u \in \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}\right)$. Then $\alpha(u) \leq r_{2}, \beta(u) \leq L_{2}$. By condition (a), we can get

$$
\begin{align*}
\alpha(A u)=\max _{t \in[0,1]}|A u(t)| & =\max _{t \in[0,1]}\left|\int_{0}^{1} H_{2}(t, s) \phi_{q}\left(\int_{0}^{1} H_{1}(s, \tau) f\left(\tau, u(\tau), D_{0^{+}}^{\vartheta_{2}} u(\tau)\right) d \tau\right) d s\right| \\
& \leq \int_{0}^{1} \Theta_{2}(s) \phi_{q}\left(\int_{0}^{1} \Theta_{1}(\tau) f\left(\tau, u(\tau), D_{0^{+}}^{\vartheta_{2}} u(\tau)\right) d \tau\right) d s  \tag{17}\\
& \leq \frac{r_{2}}{L} \int_{0}^{1} \Theta_{2}(s) \phi_{q}\left(\int_{0}^{1} \Theta_{1}(\tau) d \tau\right) d s=r_{2}
\end{align*}
$$

and

$$
\begin{align*}
\beta(A u)=\max _{t \in[0,1]}\left|D_{0^{+}}^{\vartheta_{2}} u(t)\right| & =\max _{t \in[0,1]}\left|-\phi_{q}\left(\int_{0}^{1} H_{1}(t, s) f\left(s, u(s), D_{0^{+}}^{\vartheta_{2}} u(s)\right) d s\right)\right| \\
& \leq \phi_{q}\left(\int_{0}^{1} \Theta_{1}(s) f\left(s, u(s), D_{0^{+}}^{\vartheta_{2}} u(s)\right) d s\right)  \tag{18}\\
& \leq \frac{L_{2}}{B} \phi_{q}\left(\int_{0}^{1} \Theta_{1}(s) d s\right)=L_{2} .
\end{align*}
$$

So, we have $A: \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}\right) \rightarrow \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}\right)$. With assumption (c) by the similar argument, we can get that $A: \bar{P}\left(\alpha^{r_{1}}, \beta^{L_{1}}\right) \rightarrow P\left(\alpha^{r_{1}}, \beta^{L_{1}}\right)$. Hence, condition (B2) in Theorem 2.8 is satisfied. Next, to check the condition (B1) of Theorem 2.8, we choose $u(t)=\frac{b}{\eta^{9_{1}+\vartheta_{2}-2}} t^{\vartheta_{2}-1}$ for any $t \in[0,1]$. We can easily get

$$
\begin{gathered}
\alpha(u)=\max _{t \in[0,1]}\left|\frac{b}{\eta^{\vartheta_{1}+\vartheta_{2}-2}} t^{\vartheta_{2}-1}\right| \leq \frac{b}{\eta^{\vartheta_{1}+\vartheta_{2}-2}}, \\
\beta(u)=\max _{t \in[0,1]}\left|D_{0^{+}}^{\vartheta_{2}} \frac{b}{\eta^{\vartheta_{1}+\vartheta_{2}-2}} t^{\vartheta_{2}-1}\right|=0,
\end{gathered}
$$

and

$$
\zeta(u)=\min _{t \in[\eta, 1]}\left|\frac{b}{\eta^{\vartheta_{1}+\vartheta_{2}-2}} t^{\vartheta_{2}-1}\right|=\frac{b}{\eta^{\vartheta_{1}-1}}>b .
$$

Then $u(t)=\frac{b}{\eta^{\Omega_{1}+\otimes_{2}-2}} t^{\vartheta_{2}-1} \in \bar{P}\left(\alpha^{\frac{b}{\eta_{1}+श_{2}-2}}, \beta^{L_{2}}, \zeta_{b}\right)$ and $\zeta(u)>b$. So $\left\{u \in \bar{P}\left(\alpha^{\frac{b}{\eta_{1}+\otimes_{2}-2}}, \beta^{L_{2}}, \zeta_{b}\right): \zeta(u)>b\right\} \neq \emptyset$. If we choose $u \in \bar{P}\left(\alpha \alpha^{\frac{b}{\eta_{1}+y_{2}-2}}, \beta^{L_{2}}, \zeta_{b}\right)$, then $u(t) \in\left[b, \frac{b}{\eta^{9_{1}+\rho_{2}-2}}\right]$ for any $t \in[\eta, 1]$. Thus, from assumption (b) we get

$$
\begin{aligned}
\zeta(A u)=\min _{t \in[\eta, 1]}|A u(t)| & \geq \int_{\eta}^{1} \eta^{\vartheta_{2}-1} \Theta_{2}(s) \phi_{q}\left(\int_{\eta}^{1} \eta^{\vartheta_{1}-1} \Theta_{1}(\tau) f\left(\tau, u(\tau), D_{0^{+}}^{\vartheta_{2}} u(\tau)\right) d \tau\right) d s \\
& >\frac{b}{c} \int_{\eta}^{1} \eta^{\vartheta_{2}-1} \Theta_{2}(s) \phi_{q}\left(\int_{\eta}^{1} \eta^{\vartheta_{1}-1} \Theta_{1}(\tau) d \tau\right) d s \\
& =b
\end{aligned}
$$

So, we obtain that $\zeta(A u)>b$. Thus the condition (B1) of Theorem 2.8 is verified. Finally, we show that the last condition of Theorem 2.8 is satisfied. Assume that $u \in \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}, \zeta_{b}\right)$ with $\alpha(A u)>\frac{b}{\eta^{\vartheta_{1}+\vartheta_{2}-2}}$. Then, in view of the definition of $\zeta$ and $A u \in P$, we obtain that

$$
\begin{aligned}
\min _{t \in[\eta, 1]} A u(t) & \geq \eta^{\vartheta_{2}-1} \max _{t \in[0,1]}|A u(t)| \\
& >\eta^{\vartheta_{2}-1} \frac{b}{\eta^{\vartheta_{1}+\vartheta_{2}-2}} \\
& =\frac{b}{\eta^{\vartheta_{1}-1}}>b .
\end{aligned}
$$

Hence, $\zeta(A u)>b$, for all $u \in \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}, \zeta_{b}\right)$. That is condition (B3) of Theorem 2.8 hold.

Consequently, Theorem 2.8 yields that the operator $A$ has at least three positive solutions $u_{i},(i=1,2,3)$ with

$$
\begin{aligned}
& u_{1} \in P\left(\alpha^{r_{1}}, \beta^{L_{1}}\right), u_{2} \in\left\{\bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}, \zeta_{b}\right): \zeta(u)>b\right\} \\
& u_{3} \in \bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}\right) \backslash\left(\bar{P}\left(\alpha^{r_{2}}, \beta^{L_{2}}, \zeta_{b}\right) \cup \bar{P}\left(\alpha^{r_{1}}, \beta^{L_{1}}\right)\right)
\end{aligned}
$$

The proof is completed.
Example 3.2. We consider the following boundary value problem

$$
\left\{\begin{array}{l}
D_{0^{+}}^{11 / 4}\left(\phi_{2}\left(D_{0^{+}}^{11 / 4} u(t)\right)\right)=f\left(t, u(t), D_{0^{+}}^{11 / 4} u(t)\right), \quad t \in(0,1)  \tag{19}\\
D_{0^{+}}^{11 / 4} u(0)=0, \quad D_{0^{+}}^{3 / 4}\left(\phi_{2}\left(D_{0^{+}}^{11 / 4} u(0)\right)\right)=D_{0^{+}}^{7 / 4}\left(\phi_{2}\left(D_{0^{+}}^{11 / 4} u(1)\right)\right)=\frac{1}{2} \int_{0}^{1} \phi_{2}\left(D_{0^{+}}^{11 / 4} u(s)\right) d s, \\
u(0)=0, \quad D_{0^{+}}^{3 / 4} u(0)=D_{0^{+}}^{7 / 4} u(1)=\frac{1}{2} \int_{0}^{1} u(s) d s
\end{array}\right.
$$

where $\vartheta_{1}=\vartheta_{2}=\frac{11}{4}$ and $5<\vartheta_{1}+\vartheta_{2} \leq 6, p=2, g(s)=h(s)=\frac{1}{2}$,

$$
f(t, u, v)= \begin{cases}\left(\frac{1}{10}\right)^{t}+\frac{4 u}{3}+\frac{|v|}{10^{5}}, & u \in[0,15] \\ \left(\frac{1}{10}\right)^{t}+156 u-2320+\frac{|v|}{10^{5}}, & u \in[15,20] \\ \left(\frac{1}{10}\right)^{t}+\frac{u-20}{25}+800+\frac{|v|}{10^{5}}, & u \in[20, \infty)\end{cases}
$$

By easy calculation, we obtain $\Delta_{1}=\Delta_{2} \approx 0.576078, L \approx 0.626309, B \approx 0.791397$. Let $\eta=\frac{1}{2}$, then $c \approx 0.025431$. Choosing $r_{1}=15, b=20, r_{2}=520, L_{1}=50, L_{2}=700$ and $d=\frac{b}{\eta^{\vartheta_{1}+\vartheta_{2}-2}}=160 \sqrt{2}$, one gets

$$
\begin{aligned}
& f(t, u, v) \leq \min \left\{\phi_{p}\left(\frac{r_{2}}{L}\right), \phi_{p}\left(\frac{L_{2}}{B}\right)\right\} \approx 830.261, \text { for } t \in[0,1], u \in[0,520], v \in[-700,0], \\
& f(t, u, v)>\phi_{p}\left(\frac{b}{c}\right) \approx 786.442, \text { for } t \in\left[\frac{1}{2}, 1\right], u \in[20,160 \sqrt{2}], v \in[-700,0], \\
& f(t, u, v)<\min \left\{\phi_{p}\left(\frac{r_{1}}{L}\right), \phi_{p}\left(\frac{L_{1}}{B}\right)\right\} \approx 23.95 \text { for } t \in[0,1], u \in[0,15], v \in[-50,0],
\end{aligned}
$$

i.e., $f$ holds the conditions of Theorem 3.1. Therefore, Theorem 3.1 implies that the problem (19) has at least three positive solutions $u_{i}$ for $i \in\{1,2,3\}$ with

$$
\begin{gathered}
0 \leq \max _{t \in[0,1]} u_{1}(t) \leq 15, \max _{t \in[0,1]}\left|D_{0^{+}}^{\vartheta_{2}} u_{1}(t)\right| \leq 50 ; \\
20<\min _{t \in[\eta, 1]} u_{2}(t) \leq \max _{t \in[0,1]} u_{2}(t) \leq 520, \max _{t \in[0,1]}\left|D_{0^{+}}^{\vartheta_{2}} u_{2}(t)\right| \leq 700 ; \\
\min _{t \in[1 / 2,1]} u_{3}(t) \leq 20,15 \leq \max _{t \in[0,1]} u_{3}(t) \leq 520, \max _{t \in[0,1]}\left|D_{0^{+}}^{\vartheta_{2}} u_{3}(t)\right| \leq 700 .
\end{gathered}
$$
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