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Abstract. Using the tools provided by computer algebra system Mathematica, we consider two iterative
methods of high efficiency for the simultaneous approximation of simple or multiple (real or complex) zeros
of algebraic polynomials. The proposed methods are based on the fourth-order Schroder-like methods of
the first and second kind. We prove that the order of convergence of both basic total-step simultaneous
methods is equal to five. Using corrective approximations produced by methods of order two, three
and four for finding a single multiple zero, the convergence order is increased from five to six, seven,
and eight, respectively. The increased convergence speed is attained with negligible number of additional
arithmetic operations, which significantly increases the computational efficiency of the accelerated methods.
Convergence properties of the proposed methods are demonstrated by numerical examples and graphics
visualization by plotting trajectories of zero approximations. Flows of iterative processes, presented by
these trajectories, point to the stability and robustness of the proposed methods.

1. Introduction

Contemporary powerful computer algebra systems, developed during the last two decades, give a new
boost and breakthrough to the development and study of the numerical analysis methods, see, e.g., [1]-[4]
and references cited there. In this paper we focus on iterative methods for the simultaneous determination
of (real or complex) zeros of algebraic equations, a powerful tool of numerical analysis that is often used in
applied mathematics but also for solving various problems of a wide variety of areas of scientific disciplines
such as physics, engineering, computer science, economics, biology, astronomy, chemistry, and so on, see,
e.g., [5], [6]. Rapid development of digital computers and methods for parallel implementation has led
to increased interest for the application of simultaneous zero-finding methods, which is indicated by a
huge number of references on this topic; some of them are cited in the books [5], [7], [8], and [9]. Self-
validated simultaneous methods, that produce disks containing polynomial zeros and provide the upper
error bounds, are of special interest, see, e.g., [7], [10] and [11].
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Recall that the importance of root-finding simultaneous methods arises from their quite convenient
features. First, in the course of an iterative process, approximations of zeros affect each other improving
them. In this way, even if some approximations move towards undesired directions, the remaining approx-
imations in most cases correct their bad trajectory (so-called self-correction). This very convenient property
most frequently provides globally convergent behavior of simultaneous methods, important preference
over one-point methods that are applied serially in n (independent) versions (n is the number of different
zeros of a polynomial). As presented in Section 6, the proposed simultaneous methods, especially the
Schréder methods of the second kind (18)(,-1), demonstrate almost global convergence. Furthermore, si-
multaneous methods are executed in 7 identical versions, which is suitable for parallel implementation in
which many calculations are carried out simultaneously. These advantages cannot be utilized by applying
n independent sequences of approximations using one-point methods (for example, Newton’s or Halley’s
method) — simply, there is no need for broadcast. Moreover, working serially by applying the successive
deflation (removing by linear factor), one-point methods produce inaccurate coefficients of the deflated
polynomial and, consequently, further zeros might be wrong. This deflation problem does not occur when
simultaneous methods are implemented. In addition, note that the application of simultaneous methods
results in approximations of almost the same accuracy compared to the latter once, while deflation produces
first approximations of almost the same acceptable accuracy compared to the latter ones, which might even
be completely falsified. The described comparison of parallel and serial approaches assumes the same
initial conditions concerning localization of zeros, that is, well-separated regions of convergence containing
one isolated zero, as done in [12] and [13].

The aim of this paper is to present two new very efficient families of simultaneous methods for finding
simple or multiple (real or complex) zeros of an algebraic polynomial. We concentrate on Schroder’s
methods of the first and second kind since they are the most important general families of root-finding
methods. The construction and a deep insight into qualitative analysis of convergence behavior of these
methods is provided by computer tools developed during the last two decades. In particular, we have
used symbolic computation to perform convergence analysis and multi-precision arithmetic in computer
algebra system Mathematica to test the performance of the proposed families of methods since they produce
approximations of zeros of great accuracy that exceeds the limit of computer arithmetic with IEEE 754-2008
standard. One of the reasons to employ Mathematica is its significance arithmetic with the property that it
keeps track of computed numerical results as well as uses error propagation to control their accuracy (see
[14]). Besides, using the advanced computer graphics of Mathematica, we have tracked the complete flow
of the implemented iterative process, stating from the initial approximations to the zeros that satisfy the
given stopping criterion. This type of computer visualization is of particular interest since it gives a novel
approach and insight to the global convergence characteristics of simultaneous methods, see the pioneered
works [15], [16], [17], the book Polynomial Root-Finding and Polynomiography [23] and numerous references
cited therein.

Although most simultaneous zero-finding methods, known in the literature, are based on a zero-relation
of the form

Cf :Fi(zlr---zzn;Cb---/Cn)/

where zy, ..., z, are approximations to the zeros (j, ..., C, of a given polynomial P, we will show that fast
simultaneous methods can be also constructed starting from some convenient iterative method z**1) =
$(zY) for finding simple or multiple zero. We show that the iterative methods, known as Schroder’s
methods of the first and second kind (Section 2), are just appropriate for the construction of simultaneous
methods with very high order of convergence, achieved without additional polynomial evaluations.

In Section 3 we show that the order of convergence of two Schroder-like simultaneous methods for
finding all (simple or multiple) zeros of a polynomial, constructed by using the fourth-order methods of
Schroder’s type for a single multiple zero, is five. The use of corrective approximations, produced by
one-point methods of order two, three and four, increases the order to six, seven, and eight, respectively,
on account of the negligible increase of computational cost. In this way we generate methods of high
computational efficiency. Convergence analysis of these methods is presented in Section 4. Numerical
results are given in Section 5 to demonstrate convergence rate of the new methods. Finally, in Section 6 we
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test convergence properties of the proposed methods from a global point of view by plotting trajectories
which start from initial approximations chosen by employing Aberth’s selecting procedure.

2. On two families of iterative methods of Schriéder’s type for multiple roots

The so-called Basic sequence of iterative methods {E,} for finding multiple zeros was extensively studied
by Traub [19, Ch7]. This sequence for simple zeros was studied almost one century ago by E. Schroder [20]
and hence, it is usually named in literature as Schroder’s method of the first kind.

Let f be differentiable sufficiently many times, and let « be its zero of the multiplicity m known in
advance. Introduce the abbreviations

) _ fo)
=P MO re

where f ()@ stands for the g-th derivative of f. The members of the Basic sequence {E,} can be generated in
a simple manner using Traub’s difference-differential relation (see Lemma 7-1 in [19])

u(x)

g=23...),

mu(z)
r

Ei41(z) = Ex(z) - El(z), Ex(z)=z-mu(z) (r=2,3,...). (1)

According to (1) we generate the first few E,:

E>(z) =z—mu(z) (Schroder’s method [20], order 2),
Esz)=z-m u(z)[%(S — m) + mAy(2)u(z) |,

Esz)=z-m u(z){%(mz — 6m + 11) + m(2 — m)Ax(2)u(z) + mz[mg(z) - A3(z)]u(z)2}.

We use the notion E, following Traub’s notation from his book [19].
The following assertion was proved in [19, Ch. 7].

Theorem 1. In sufficiently close vicinity of a simple or multiple root of the equation f(z) = 0, the order of convergence
of the Basic sequence {E,+1} defined by (1) is v + 1.

Schroder’s methods of the second kind for simple zeros {S,}, known also as Schroder-Konig’'s methods
after the works of Schroder [20] and Konig [21], can be defined in different way and expressed by various
algorithmic schemes. In fact, this class of methods was rediscovered many times, see [22] and the book [23].
In the case of multiple zeros, one of the simplest manners for generating the members of iterative family
of Schroder-Konig's type is based on the following assertion considered in [24] (see Milovanovié [25] for
more general theorem):

Theorem 2. Let @,(z) be an iterative method of order r for finding a simple or multiple zero a of a given function f
(sufficiently many times differentiable). Then the iterative method

Pr1(2) =z - Z_—(PT(Z) (r=2)

1,
1- ;(Pr(z)

has the order of convergence r + 1. In particular, if this generating formula starts from Schroder’s method of the second
order

,_ _ /@)
S2(2) 1= @2(2) =z mf’(z)'
then it produces the members of iterative family of Schroder-Konig's type,
z— G, (z
G =z (2 @
1--5)

r
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of the order r + 1.

In particular, starting from Schroder’s method of the second order S,(z) (= @2(z)), in the first step we
obtain Halley-like cubically convergent method for a multiple zero [26] (see, also, [27])

z—Go(z) 3 mu(z)

S3(z) = p3(z) =z — = .
3 3 -1 =) 11+ m) - mAy(2)u(z)

Continuing this process, using (2) and the expression of S3, we obtain the fourth order method

mu(z)[(m +1)/2 - mAx(2)u(z)|
, 3
(14 3m+2m2)/6 — m(1 + m)Az(2)u(z) + m2Asz(z)u(z)? ®)
derived by Farmer and Loizou in [28], etc.
Note that an arbitrary member of the family of Schroder-Konig's type &, for multiple zeros can be

expressed in the closed form in the following way. Let a be a zero of multiplicity m of an analytic function

f. Let us introduce an auxiliary function F(z) = f(z)/" and define Do(z) = 1, D1(z) = F'(z), and for each
r>2

Cu(z) = pa(z) =z -

" (r-1) (r)
re F@ L FE e
2! (r=1)! r!
, F(r—l)(z)
o) @) T
F(r—Z)(Z)
0 F(z) =2
D,(z) = det
F/l(z)
0 2!
0 0 S F(z) F'(2)
Then the family of the r-th order of Schroder-Konig's type for multiple zeros is given by
=~ Dr—Z(Z)
S (z)=z—F(@z) ————= (r=2,3,...). 4
(2) ( )Dr_l(z) ( ) (4)

For example,

, F//(Z) 5
Dy (2) = det{ F@) 2 ] = F’(Z)z _ F(z)F"(z)

F@) F() g
and 7’ 177
FI(Z) Fz(z) F 6(2)
’” ’ 3 7 7/ F(Z)ZF,N(Z)
D5(z) = det F(z) F(z) F_(Z) =F(z)° - F(z)F'(2)F"(z) - 6
2
0 F(z) F'(2)
where
e, @ (mf@f @)~ m - 1)f ()
PO T POS m? f(z)? '

F@U (2 f2)2fO2) + (2m2 = 3m +1) f(2)° = 3(m = )mf ) (2)f"(2))

re P |




I. Petkovi¢, D. Herceg / Filomat 34:7 (2020), 2151-2169 2155

Substituting these expressions in

Su2) =2~ F(2)- g;g;

we obtain the fourth-order Farmer-Loizou’s method S4(z) for a multiple zero given by (3).

Remark 1. When we consider methods for multiple zeros, we use the term “methods of Schroder’s type”
or “Schroder-like methods” instead of “Schroder’s methods” since Schroder did not consider the case of a
multiple zero except for r = 2 (see E(z) in (1)).

Remark 2. In the recent paper [29], Sugiura and Hasegawa have shown that Schroder’s formula of the
second kind of order r converges globally and monotonically to real simple zeros of polynomials on the
real line for every odd r > 3 and they also proved that this formula has the same convergence property for
real zeros of entire functions for every odd order r > 5. This is an important extension of the result related
to the global convergence of Halley’s method (s = 3) presented in [30].

3. Simultaneous total-step methods based on Schréder-like methods of the first and second kind

In this section we construct two Schroder-like methods for the simultaneous determination of multiple
zeros of a complex polynomial
Pz)=zN+mzV "+ vaygz +ay
of degree N. These methods are based on the fourth-order Schroder-like methods E4 and Sg4 given in Section
2. First, we present E4 and &, in the following forms for the polynomial P.

Schroder-like method of the first kind E, :

Ey(z) =z—m li(é)){%(mZ —6m+11) + m(2 - m)fl;,’((?) , ll;(é))
1,P”(z)\2 P (2)1 P(z) \2
+m2[§( P’(Z)) - 6P'(Z)](P’(z)) } )

Schroder-like method of the second kind S, :

m+1 P”(z) P(2)

P() 2 ") PR
Gu(z)=z—m . . (6)
P'@) 1+3m+2m® NEERE ZP”’(z)( P@) >2
6 mm+)ame P T 6P

P'(z)

The main idea for transforming the methods (5) and (6) for a single multiple zero of the polynomial P to
the corresponding methods for the simultaneous approximation of all multiple zeros of P is based on the
use of the rational function V;(z) defined by

Vi(z) = — @)

[[e-opm

j#i

(iel,:={1,...,n}), 7)

where I, is the index set and vy, ..., v, are some approximations to the zeros (j, ..., , of P of the respective
multiplicities my, ..., m, (n < N).

Observe that the polynomial P has the same zeros as the function V;(z). To construct simultaneous
methods of Schroder’s type, we replace respectively

Vi(2)/Vi(z), V! (2)/V(z), V]"(2)/V(z), instead of P(z)/P'(z), P"(z)/P'(z), P""(z)/P'(z)
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in the above iterative formulas (5) and (6). In this way we obtain

PR Y. VI'(2) Vi)
Euile) =2 =m g ){ (= 6m +10) & m(2 = m) s s
V@) V() Vi(2)y2
[ (V’(z ) 6Vlf(z)](Vlf(z)) } ®
and
m+1 V@) Vi)
o) o VO 2 Mg Vi o
T Vi) 1+43m+2m® (m+ D) Vie Vi LV (Vl-(z) )z’
6 T viey) Ve T evie) Vi)
where i € I,.
Let us introduce the abbreviations
(k) n
V() P9(z) _ j _
Rui@ = gy (6= 01000, 0@ = e S =), gy =120

Note that Ry(z) = 1. If z = z; then we will write 6, instead of 6,(z;).
Apart from the set of current approximations (z1,1,...,2u1) = (21,...,2s), we also consider the following
improved approximations v; = z;,, where

"
zjp = Ea(zj) = Sa(zj) = zj — —] (Schroder’s method [20], order 2),
(Halley-like method [26], order 3),

01, = 02, (10)
3m]~(m]- + 1)6%,]' - 3m?62,]~

zj3 = ©3(zj) = z;

zja = Gu(zj) = zj - .
1+ 3711]' + 2m?)5ij - 317’1]‘(711]‘ + 1)(31,]'(32,]‘ + 1111263,]'

(Farmer-Loizou’s method [28], order 4).

The second index in z;, denotes the type of the approximation. Note that any other method for multiple
zeros of order three and four can be applied instead of Halley-like method z;3 and Farmer-Loizou’s method
zj4, but we found that the iterative methods (10) give quite satisfactory results in practice.

Before constructing simultaneous methods based on E4; and €4, given by (8) and (9), we derive some
necessary relations. Using the logarithmic derivative we find from (7)

VE ; = 01(z) — S1,i(2).

Hence,
Vi(z) = Vi(2)(01(2) — S1,:(2))- (11)

Applying Leibniz’ rule for the derivative of product of two functions V;(z) and 61(z) — 51,i(z) that appear
in (11), we find

>

=

- (k 2 1)ngu>(z)(5g>(z) +(DMAS () "

o>
- o

=
(=}
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Dividing both sides of the last relation by V'(z), from (12) we obtain

V(k) k-1 _
Ryi(z) = V‘I,((ZZ)) = §(k A 1)Rk_1_A,,-<z>(6§”(z> +(DMAS1,(),

or in the form

k-1

k—1
Ryi(z) = é( 1 )Rk—l—)\,i(z)u/l,i(z)r (13)
where we set
Upi(2) = 6\(2) + (=1)"* 1S 11,(2)- (14)

The first three members of (14) are
Uo,i(z) = 61(2) — 51,i(2),
Us,i(2) = 62(2) = 01(2) + S2(2), (15)
Us,i(z) = 63(2) — 361(2)02(2) + 267 (2) — 253,(2).
Using (11) and (13) we obtain (having in mind that Ry (z) = 1)

11
Upi(z)  61(z) — S1i(2)’

Ro,i(z) =
Rii=1,
Ry,i(z) = Uo,i(z) + Ro,i(z)Un,i(2),

R3,i(z) = Ro,i(z)Uo,i(2) + 2U1,i(2) + Ro,i(2)Uz,i(2),

(16)

where Uy ;i(z), Ui,i(z), Upi(z) are given by (15). Now we are able to construct two simultaneous methods
based on Schréder-like methods of the first and second kind (5) and (6).

Stmultaneous Schroder-like method of the first kind

Starting from (5) and using (8) and (16) for z = z; and m = m;, and introducing the iteration index v, we
construct the total-step method for the simultaneous determination of multiple zeros of the polynomial P :

1 1
Eui(@”) = 2" = 27 = mi R} (o} = 6mi +11) + Smi(2 — m)R()RY)

- (R[S (RE) = 2R] (e hs v=0,1,..).

From computational point of view it is preferable to rewrite the above formula in a more direct form
(omitting the argument z; for simplicity)

m11(U) + 6mU(US) + 3m2(U) ~ m2uug)]
6(ul))’
(iel;v=0,1,...). (17)

E4,i(Z§1’)) = zEVH) = zl(.v) -

In this way the values Uy ; are directly calculated by (14), avoiding (16). Besides, the form is more convenient
in convergence analysis. The same is valid for the iterative formula S4; below.
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Simultaneous Schroder-like method of the second kind

In a similar way as in the construction of the simultaneous method (17), we carry out the corresponding
substitutions and construct the total-step method for the simultaneous determination of multiple zeros of
the polynomial P :

3miR)(1 + m; - miR})RY))

Sua) = 200 =20 -

1+ 3m; + 2m2 = 3mi(1 + m)RRY) + m2RYRS)

As above, we rewrite this iterative form in a convenient form
(1 OV _ 7@
3mi|(Uf)) - mul”]

m\3 7707 7() 277
(uo,z‘) = 3miUy Uy +miU,

64,1‘(2?/)) = 1(v+1) (‘v) _

l

(iel,; v=0,1,...). (18)

To our knowledge, the iterative formulas (17) and (18) are new ones.

Remark 3. Let us emphasize that the relations (12), (13) and (14) are general, which is very useful for
the convergence analysis of simultaneous methods obtained from the families of methods (1) and (2) of
arbitrary order using the presented approach by the function (7).

Remark 4. Using the [1/n — 1] Padé approximation for the function V;(z) defined by (7), Sakurai, Torii and
Sugiura have derived in [? ] the simultaneous family &,; of Schroder-Konig’s type of arbitrary order for
simple zeros.

4. Convergence analysis

Let us introduce the errors egv) -G, e(v) = z — (; and the null-sequences ¢ { M} { f?} v=0,1,..)).
For two members of these sequences, say, € EV , 85. ), for which |€iv)| = O(|s].V)|) holds (the same order of

moduli), we will write z = Op(w), where O is the Landau symbol. In what follows we will omit the

) (v+1)

iteration index v for brevity and write, for example, z; and Z; instead od z; and z;

Let || be the absolute value of the error of maximal magnitude, |¢| = maxi<j<, |¢j|. Assume that mag-
nitudes of all errors ¢y, ... ¢, are approximately of the same order, then ¢; = Owm(ej) and ¢; = Op(e). It is
clear that ¢;; = ¢; (the case of current approximations, see Section 2). In addition, for convenience, terms
and expressions involved in an iterative process will be proclaimed as values od e-type if they tend to 0
when v — oco. According to Theorems 1 and 2 there follows ¢, = Oum(e?) and €;3 = Op(e®). Besides,
€4 = Opm(le|*) for E4 and S;. In overall, we have

eir = Om(el’)  (refl,2,3,4)}). (19)

Applying the logarithmic derivative to the factorization P(z) = H(z — ()", we obtain
j=1

Pz) N M
01() = 3 ;z—c; (20)

Successive derivation of (20) yields

oM (2) = (- 1)%2 = )M A=1,2,..). 1)
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Using (21) for z = z; we return to (14) and find

N A A+l
Upiz) = (1) A'Z( cw*( 1) ?"Z—( —z],)m)
j#r
_ A m;
- ( 1) /\' Hl +Z (Zz )A+1 Z (Zz _Z]r)/Hl
]#l /;t:
Hence
(=1)M !
Uiz = S5 [ = 1Y B0 22)
, B
where

A
Z(Zi —zj,) Mz — )"
B =

Vo=
] ] [(Zi - C)(zi— Zj,r)]Ml

There are no terms (in the form of differences) involved in the expression of Bg?) of e-type; all of them tend

to some constants as v — oo. Therefore, we conclude that BEJ’.‘)

= Oum(1) for |¢| small enough (as v approaches

o0), which means that these terms do not influence the order of convergence if they appear as coefficients
(multipliers) in the e-expressions such as, for example, (23).

n
(A) _ (A)
Bi/r = Z gj, rB .

j=1
j#i

Introduce the abbreviation

It is obvious that

B =) B} = Oullel) (A=0,1,2,...). (23)
f;;

From (22) we have

m; — &8\ m; — 280 2m; - 282
U i(zi) = e Uy i(zi) = T2 Uyi(z;) = —
1 l ;

(24)

Now we are able to state the convergence theorems for the simultaneous methods (17) and (18). The sub-
script r in notations (17), and (18), means that the iterative formulas (17) and (18) deal with approximations
Zlrre e rZnye

Theorem 3. If the initial approximations z(O) o, 22 are sufficiently close to the respective zeros Cy, ..., Cy, of the
polynomial P, then the order of convergence of the ztemtwe methods (17), isr +4, r € {1,2,3,4}.
Proof. Substituting the expressions (24) in (17), we obtain the error-relation of the method (17)
et
=2-0 = ———[-6(8%) + 19mie(8Y)’
6(mi - 88(.0))

~2n2(B0) (889 +3¢,:8")

3 1) g(0) (1) 0) 52 4 p3(2)
(128089 - 3¢,(BY) +2¢,898%) - 2082, (25)
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Having in mind (23), we obtain from (25)

&= i {—me Y B2+ OM(|e|2’)}. 26)

6(771,' — & Z Sj,rBl(.?))S m

Since the denominator of (26) is bounded and tends to 6ml.5 when |e| — 0, it is sufficient to consider only the
nominator of (26). In view of (23), from the error-relation (26) we conclude that

161 = Om(le**™)  (re(1,2,3,4)).
This completes the proof of the theorem. O

Theorem 4. If the initial approximations zgo), ... ,z,(f)) are sufficiently close to the respective zeros Cy, ..., Cy of the
polynomial P, then the order of convergence of the iterative methods (18), isr +4, r € {1,2,3,4}.

Proof. Substituting the expressions (24) in (18), we get the error-relation of the method (18)
0)\3 0) (1 2
e(=(89) +3mBY8Y - 2m;B?)

&=%2-C = 0; , (27)

where
_ 3 2. 0) , . (1) .2 200) (p0) . . ) 3( )
Qi = 6m; —m; éi(68i,r + 51’(331‘; + 2"-1‘31‘; )) + 3m;e iBl,,r (Bi,r + “-iBi,r) - & (Bi,r) .

According to (23), we get from (27)

n
2
ef(—Zm;1 Z ej,Bf],) +OM(|€|2’)
J=1 i

6m? + Op(|el*) ' )

%
1l

and hence, using again (23),
&l = Om(le**")  (r € (1,2,3,4),

which proves Theorem 4. O

5. Numerical examples

In most published papers the estimate of the quality of simultaneous methods for approximating
polynomial zeros has been carried out using two methodologies: (i) numerical examples which deal with
sufficiently good initial approximations to the zeros or (ii) theoretical models based on the R-order of
convergence of tested methods and their computational costs. In both cases there is a need for very good
initial approximations, which is a difficult task. The accuracy of obtained approximations of zeros and
convergence speed strictly depend on the choice of initial approximations and can vary to a great extent
(model (i)). In the case of the model (ii) the computational cost is calculated using CPU execution times
of arithmetic operations of the employed computer, which means that the cost can vary significantly using
different computers (see, e.g. [7, Ch. 6]). Certain improvements can be attained by the normalization/scaling
of CPU times and then comparing rating lists created for all employed computers. Hence, estimating a
proper convergence performances of simultaneous methods, it turns out that the models (i) and (ii) are
not of great importance in practice. On the other hand, numerical examples can be beneficial if the user
wants to estimate the convergence speed of tested method. In this section we present results performed by
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numerical examples. A model based on an empirical methodology, which gives more reliable estimate of
the quality of simultaneous methods under real conditions, is considered in Section 6.

In practice, the simultaneous determination of all polynomial zeros to the desired accuracy requires the
application of a complete procedure consisting of a three-stage globally convergent composite algorithm (see,

e.g., [32]):

(a) find an inclusion region (most frequently disk or rectangle with sides parallel to coordinate axes) in
the complex plane, that includes all zeros of a given polynomial;

(b) apply a slowly convergent search subdividing algorithm to get separated initial intervals (disks or
rectangles) of reasonably small size so that each of them contains only one zero, and compute the
order of multiplicity of that zero;

(c) take the centers of these intervals as initial zero approximations and improve them by applying a
rapidly convergent iterative method (such as E4; or S4;) to the required accuracy defined by the stopping
criterion.

The steps (a) and (b), described in detail in the literature (cf. [9, &1.2], [32], [33], [35]), give sufficiently
small rectangles or disks; their centers, taken as initial approximations, provide the convergence of the
locally convergent iterative methods. To realize the step (a) it is preferable to use some of the many formulas
for finding the radius R of inclusion disk of relatively small size; 47 formulas for R are given in the book [5,
pp- 28-31]; see, also, the book [23, pp. 345-359]. In this paper we have applied Henrici’s inclusion disk, see
Remark 5. Note that a related problem of stating initial conditions (depending on initial approximations
and polynomial coefficients) that guarantee the convergence of the considered simultaneous method has
been studied in [9], [31], [36]-[40], and references cited there.

The convergence speed of the proposed methods (17) and (18) has been tested on a large number of
polynomial equations. Corrective approximations have been calculated by Schréder’s method &, (= E,),
Halley’s method &3 and Farmer-Loizou’s method &4, given by (10). We stress that the calculation of these
corrections is carried out using the already calculated values of P, P’, P”, P’ at the points zi, ..., z,. This
means that the convergence rate of these iterative methods is accelerated with negligible additional compu-
tational cost. Actually, the methods with corrections require only few additional arithmetic operations per
iteration so that the CPU time of each accelerated method with corrections is slightly greater compared to
the CPU time necessary for the execution of the basic method (without corrections). Therefore, the applied
approach with corrections provides a high computational efficiency of the proposed methods with corrections.

Numerical experiments have demonstrated very fast convergence of the proposed methods. Toillustrate
the effectiveness of the proposed methods, among many tested algebraic polynomials we have selected two
examples. We have calculated Euclid’s norm

" 1/2
2
e = 120 — gl = (lez‘” - & ) (v=0,1,..)
i=1

as a measure of accuracy of approximations obtained in the v-th iteration.

When testing any root-finding method it is always useful to examine its convergence behavior in
practical implementation and compare the obtained data with theoretical results. For this reason we have
calculated the so-called computational order of convergence (COC, for brevity) p. using the formula

~ log(e(v) /e("‘l))
pe = W (29)

(see Tables 2, 4, 6 and 8). The last formula was given in [41] in metric space so it can be used for simultaneous
methods.
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Results of the third iteration in Tables 2-9 are included to demonstrate very fast convergence of the new
families of zero-finding methods and good matching of their computational orders of convergence with
the theoretical ones given in Theorems 3 and 4 (see the last row in Tables 2, 4, 6 and 8). In practice, two
iterations are usually sufficient.

To prevent the loss of significant digits of the produced approximations, we have implemented the
considered methods using computer algebra system Mathematica with multi-precision arithmetic.

Example 1. The total step methods (17)=1234; and (18)y=1234 have been applied for approximating all
zeros of the polynomial of degree N = 31

Pi(z) = (z — 4)*(z + D*(Z* - 16)*(2* + 9)° (2% — 2z + 5)(z + 3)*(z + 4)°.

The values of the zeros of this polynomial and respective multiplicities can be easily recognized from the
factorization of P;(z). The following initial approximations have been chosen:

29 = 42+01i

b _ 0.1+22i z

O-01-22, 2z9=

0= —1.1+02i, 2(0)=22+0.1i, z%‘” =-22-0.1i,
0) _
z =

z O =02+32, 0.2-32i,
zz‘” =11+22i zf?} =11-22i, z)=-31-03 z@ = -3.9-0.2i.
Methods (7)1 (A7)r=2 (17)r=3 (17)r=4
eM 7.60(=3) | 1.06(=3) 5.91(—4) 1.65(—4)
e? 412(-12) | 3.01(-20) | 4.96(-25) | 3.88(-33)
e® 4.43(-60) | 3.87(~119) | 7.39(-171) | 1.44(-260)
COC p. (29) | 5.177 5.979 6.967 7.944

Table 1: Example 1: Euclid’s error norms — total-step methods (17)

Methods (18)=1 (18)r=2 (18)r=3 (18),=4

o 318(-3) | 124(-3) | 5.03(—4) | 1.65(-4)
ge) 255(—14) | 551(=20) | 2.00(=25) | 4.27(~33)
& 1.32(=69) | 1.91(=117) | 3.25(-174) | 2.50(~260)
COC p. (29) | 4983 5.960 6.953 7.949

Table 2: Example 1: Euclid’s error norms — total-step methods (18)

All tested methods have started with the same initial approximations with e ~ 0.812. The error norms
e™ (v = 1,2,3) are displayed in Tables 1 and 2, where A(—q) means A x 1077. The same notation is used in
Tables 3 and 4.

Example 2. Applying the same methods as in Example 1, we have calculated the approximations to the
zeros of the polynomial of degree N = 43

Pr(2) = (2% = 1)°(Z% + 1)*(2% + 2z + 5)%(z* — 81)*(z* — 4z + 13)*(z - 5)".

The values of the zeros of this polynomial and respective multiplicities can be detected from the factorization
form of P,(z). The following initial approximations have been chosen:

29 =12+03i, z%‘” =-12+03i, z3(0)=0.3+1.2i, z%‘” =0.3-1.2i,

29 = 13+22i, z;) =-13-22i, z’=32-03, z?o) =-32-03i
2)) =03+32i, =z =03-32i, 2)=23+28, =z =23-28i
Z

0 _ i
%) =5.2+0.3i.
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Methods (17)r=1 (17)r=2 (17)=5 (17)r=4

e 1.01(-=2) | 3.15(-3) 1.19(-3) | 3.53(-4)
e@ 1.34(-12) | 7.04(-18) | 2.71(=23) | 1.33(=30)
e® 3.63(—62) | 2.41(~105) | 5.41(-160) | 1.91(-242)
COC p. (29) | 5.020 5.970 6.959 8.017

Table 3: Example 2: Euclid’s error norms — total-step methods (17)

2163

Methods (18)r=1 (18),=2 (18),=3 (18),=4

eM 6.06(=3) | 2.80(=3) 1.08(=3) 3.61(—4)
e@ 1.70(=13) | 4.29(-18) | 1.15(=23) | 1.39(=30)
e® 6.70(=66) | 1.88(=106) | 5.77(~163) | 2.59(—242)
COC p. (29) | 4.964 5.964 6.974 8.016

Table 4: Example 2: Euclid’s error norms — total-step methods (18)

The error norms e (v = 1,2,3) are given in Tables 1-4. All tested methods have started with the same
initial approximations with e© = 1.3.

From Tables 14 and a number of tested polynomial equations we have concluded that the proposed
methods E;; and S, converge very fast, especially those with corrections. Two iterative steps are most
frequently sufficient in solving most practical problems when initial approximations are reasonably good
and polynomials are well-conditioned. From our experiments we have observed that the simultaneous
methods ©4; of Schroder-Konig’s type have produced more accurate approximations to the zeros in most
examples compared to E4;. This advantage can be explained by widely adopted conjecture (not proved yet
in general) that iterative root-finding formulas in the form of a rational approximation give better results
than iterative formula of polynomial type. Observe that Schroder’s methods (4) of the second kind &,
have the form of a rational function while Schroder’s methods (1) of the first kind E, have polynomial
form. A detailed comparison study of Schréder’s methods of the first and second kind, based on computer
visualization by basins of attraction, has been presented in [42].

6. Analysis of global convergence characteristics by Aberth-like trajectories

As discussed in Section 5, applying any simultaneous method for finding polynomial zeros, its con-
vergence performance decisively depends on the choice of initial approximations. This difficult task was
considered only in few references, see, e.g. [32], [35], [43], [44]. To provide a better insight into global
convergence characteristics of the proposed methods, we have employed an empirical methodology based
on computer visualization of the flow of iterative process. For simplicity, we have considered only polyno-
mials with simple zeros and the basic methods (17)-1) and (18)(-1) of order five. In our experiments we
have used the Aberth-like distribution of initial approximations [45], presented below:

(i) Find an inclusion disk C in the complex plane that encloses all zeros of the polynomial P(z) =
'+ a2 N+ a1z +ay, expressed by its coefficients and the degree 1 of P.

(i) Initial approximations are determined using Aberth’s formula [45]
O = -1 LR exolil Z @k - =
7 =-—+R exp(z(n (2k-3/2))) (k=1,...,n),

where R is the radius of the inclusion disk C.
(iii) Iterate the basic methods (17)=1) and (18)(=1) until the fulfilment of the termination criterion

max |P(z,(.v))| <1075 for some v < 100.
1<i<n
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If v exceeds 100, stop further iterating and proclaim the iterative process unsuccessful.

Remark 5. Note that Aberth did not request the enclosure of zeros in his original paper [45] so that we use
the term “Aberth-like distribution.” It is evident from (ii) that the initial approximations are equidistantly
spaced along the circle

C={z : z+a1/n| =R}

The circle C is centered at the point —a;/n, the barycenter of the zeros of (y,...,C, of the polynomial P
(because of C; + --- + C; = —a1). The inclusion radius R of relatively small size can be determined using
some of numerous formulas given in the books [5, pp. 28-31] and [23, pp. 345-359]. One of the simplest is
Henrici’s formula for the inclusion radius [33, p. 457]

|1//\

R =2 max la,
1<A<n

which gives satisfactory results in practice. Note that the last formula was known to Fujiwara [34].

Performing the visualization of the flow of iterative processes defined by (17),-1y and (18)(-1), we have
marked positions of approximations in the course of iterative procedure by the points in the complex
plane creating trajectories. For demonstration, we have displayed in Figures 1-16 the trajectories for the
polynomials P3 — Py, given below. To get as far more convincing results, we paid attention to select
polynomials of various types, see Remark 6.

Remark 6. The polynomial P3 is Wilkinson’s ill-conditioned polynomial of degree n = 18, often a hard
nut to crack for most methods. P, has two rings of zeros, Ps has a cluster of zeros close to 0, Pg has three
rings of zeros, P7 has, among others, zeros lying on two rings centered at the origin, Ps is a polynomial of
Mignotte’s type
P(z) =z" - (az-1)*>, (n=25,a="9).

Py is the random polynomial with coefficients that randomly take the values —1 or +1. Since the zeros of Py
are clustered and distributed on a circle centered at 0, the final part of trajectories are zoomed in Figures 8
(for E4;) and 16 (for Sy,) for better insight.

18
Py = [z = m)
m=1

Pu(z) = 22 + 72%° — 97656262 — 6835938220 + 9765625z + 68359375
Ps(z) = 2% + (1 + 120)z2%° + (1 — 120)z" + 2 + 5i)z' + 2 - 5i)z° + 10
Pe(z) = z'® — 6662'% — 459912° + 46656

Pr(z) = 2% + 272 — 822! — 33522 — 480z" + 249628 — 2599217 + 44823z1¢
+84816z'° — 50128z + 7454232" + 83160z'% + 167711z — 553569z'°
+6159522° — 10733808z — 2177843227 + 12767232z° — 190304000z° + 665600z*
~114767362° — 218641922 + 12644352z — 189665280

Pg(z) =22 — (92 — 1)

Po(z) = 20 4+ 22 — 22 — 27 4 226 _ 25 _ 24 L o282y 021 020 19 18 16

B e R e D Oy SR Ay AN T Ly oy S S |
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Fig. 1 E4; — P3(z), 10 iterations

—15 -

Fig. 2 E4; — P4(z), 13 iterations

Fig. 3 E4; — P5(z), 13 iterations

.

Fig. 5 E4; — P7(z), 13 iterations

et

.
Sacsp e o ®

Fig. 6 E4; — Ps(z), 17 iterations
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Fig. 7 E4; — Po(z), 30 iterations Fig. 8 E4; — P9(z) — zoomed

15 -

Z15- =5 -

Fig. 9 &4; — P5(z), 9 iterations Fig. 10 S4; — P4(z), 11 iterations

Fig. 11 S4; — Ps(z), 11 iterations Fig. 12 S4; — Ps(z), 8 iterations

2166
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Fig. 13 ©4; — Py(z), 11 iterations
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Fig. 15 ©4; — P9(z), 25 iterations Fig. 16 S4; — Py(z) — zoomed

From Figures 1-7 for the method E4; and Figure 9-15 for the method &, ;, we observe that the trajectories
for all seven polynomials P3 — Py are almost radially distributed and have rather regular paths. To present
a better insight into final iterations in the case of the polynomial Py, we have zoomed them in Figure 8
(for E4;) and Figure 16 (for S4;). The paths are directed straightforwardly towards the zeros during the
iteration process. At the beginning (starting from the initial points equidistantly spaced on the circle),
the convergence of the tested methods (17)-1) and (18),-1) is (super)linear and becomes very fast when
approximations reach the neighborhoods of the target — zeros; in fact, both methods attain the proper order
(equal to the theoretical value) only in the last two or three iterations. The current approximations of zeros,
marked by the points, are almost directly striving to the zeros with very small variations, demonstrating
excellent convergence behavior. It is important to say that the method (18),-1) reaches the stopping criterion
in less iterations than the method (17),-1). The number of iterations is displayed in the presented figures.
This fact confirms the advantage of the method (18)(-1) related to (17)¢-1), which was also demonstrated
by numerical examples in Section 5.

In our experiment we have tested about 20 polynomial equations and always faced very good conver-
gence performances. According to these results, one could say that the methods (17)(,-1) and (18),-1) show
globally convergent behavior for the set of chosen polynomials. However, a theoretical proof of global
convergence is very difficult task and it remains as one of the most challenging open problems in the theory
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of root-finding algorithms. Recall that, at present, this very important problem has been proved only for
the Weierstrass-Dochev method [46]

P(ZEV)

Z('1/+1 — ng) _

1

v=0,1,2,..)

[160-=)

j=1
j#i

for the polynomial equations z> + 4 = 0 and z* = 0.
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