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Abstract. We investigate the pointwise well-posedness of optimization problems for locally convex cone-
valued functions and establish some relations between the kinds of well-posedness. Via the neighborhoods
and elements, we define the scalarization functions for locally convex cones and discuss their properties.
We consider the scalar optimization problems and obtain some results about the well-posedness of the
optimization problems.

1. Introduction

Well-posedness of an optimization problem is to study the behavior of the objective function, when its
value is close to the optimal value. The classical well-posedness for a scalar optimization problem was
first introduced by Tykhonov [22] in 1966. Since then, various notions of well-posedness were introduced
and studied for scalar optimization problems (see [4], [6]). In the last decades, some extensions of this
concept to the vector optimization problems were appeared (see [2, 3], [5], [8], [12, 13]) and recently we
have some extensions of that to the set optimization problems (see [7], [10, 11], [23]). Our aim in the
present work is twofold. In section 2, we define the notions of pointwise well-posedness for locally convex
cone-valued functions and discuss the relations among them; in particular, we remark that these notions
are real extensions of the corresponding ones by Miglierina et al. in [13]. In Section 3, we introduce
scalarization functions for locally convex cones and consider some of its properties. Finally, we study the
pointwise well-posedness of optimization problems for locally convex cone-valued functions by the scalar
optimization problems.

An ordered cone is a setP endowed with an addition (a, b) 7−→ a+b and a scalar multiplication (α, a) 7−→ αa
for real numbers α ≥ 0. The addition is supposed to be associative and commutative, there is a neutral
element 0 ∈ P, and for the scalar multiplication the usual associative and distributive properties hold, that
is, α(βa) = (αβ)a, (α + β)a = αa + βa, α(a + b) = αa + αb, 1a = a, 0a = 0 for all a, b ∈ P and α, β ≥ 0. In
addition, the cone P carries a (partial) order, i.e., a reflexive transitive relation ≤ that is compatible with the
algebraic operations, that is a ≤ b implies a + c ≤ b + c and αa ≤ αb for all a, b, c ∈ P and α ≥ 0. For example,
the extended scalar field R = R ∪ {+∞} of real numbers is a preordered cone. We consider the usual order
and algebraic operations in R; in particular, α +∞ = +∞ for all α ∈ R, α · (+∞) = +∞ for all α > 0 and
0 · (+∞) = 0. In any cone P, equality is obviously such an order, hence all results about ordered cones apply
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to cones without order structures as well. A full locally convex cone is a preordered cone P that contains an
abstract neighborhood systemV, i.e., a subset of Pwith the following properties:

(v1) 0 < v for all v ∈ V,
(v2) for all u, v ∈ V there is w ∈ V with w ≤ u and w ≤ v,
(v3) u + v ∈ V and λv ∈ V for all u, v ∈ V and λ > 0.

For every a ∈ P and v ∈ V we define

v(a) = {b ∈ P | b ≤ a + v}, respectively (a)v = {b ∈ P | a ≤ b + v},

to be a neighborhood of a in the upper, respectively lower topology on P. Their common refinement is called
symmetric topology. We assume all elements of P to be bounded below, i.e., for every a ∈ P and v ∈ V we
have 0 ≤ a + ρv for some ρ > 0. The cone R with abstract neighborhood system ε = {ε ∈ R | ε > 0} forms a
full locally convex cone. Finally, a locally convex cone (P,V) is a subcone of a full locally convex cone, not
necessarily containing the abstract neighborhood systemV.

2. Pointwise well-posedness

Let X be a Hausdorff topological space, G a non-empty subset of X and f : G → (P,V) be a mapping.
The general optimization problem for f is formalized by (G, f ,≤) Min( f (G),≤),where f (G) = { f (x) : x ∈ G} and
≤ is the original preorder on P. An element x̄ ∈ G is called a minimal solution of the problem (G, f ,≤), if f (x̄)
is a minimal element of f (G), i.e., if f (x) ≤ f (x̄) for x ∈ G then f (x̄) ≤ f (x). We denote by Eff(G, f ,≤) the
set of all minimal solutions of (G, f ,≤). The image of the set Eff(G, f ,≤) under the function f is denoted by
Min(G, f ,≤) and its elements are called minimal points of the set f (G). A net {xα}α∈I in X clusters at x0 if it is
frequently in every neighborhood of x0, i.e., for every α ∈ I and every open neighborhood U of x0, there
exists β ≥ α such that xβ ∈ U. Let (P,V) be a locally convex cone, {xα}α∈I be a net in P and x ∈ P. We write
xα ↓ x (xα ↑ x) if {xα}α∈I converges to x with respect to the lower (respectively, upper) topology of P. Also
xα → x means that xα ↓ x and xα ↑ x, i.e., {xα}α∈I converges to x with respect to the symmetric topology. For
more information about the convergence of nets in lower, upper and symmetric topologies see [14-16]).

If ȳ ∈Min(G, f ,≤), then we say that {xα}α∈I ⊂ G is a ȳ-minimizing net to (G, f ,≤) if there exists a v ∈ V and
a positive real net {λα}α∈I such that λα → 0 and f (xα) ≤ ȳ + λαv. The problem (G, f ,≤) is called L-well-posed
at ȳ if every ȳ-minimizing net clusters to an element of S( f ,≤, ȳ) = {x ∈ G : f (x) ≤ ȳ}, also it is called weakly
L-well-posed at ȳ ∈Min(G, f ,≤) if every net {xα}α∈I ⊂ G with f (xα) ↑ ȳ, clusters to an element of S( f ,≤, ȳ).

Remark 2.1. (i) For y ∈ G,we consider the sublevel set S( f ,≤, f (y)) = {x ∈ G : f (x) ≤ f (y)}. If x̄ ∈ Eff(G, f ,≤),
then S( f ,≤, f (x̄)) ⊆ Eff(G, f ,≤).

(ii) It is easy to see that, if (G, f ,≤) is (weakly) L-well-posed at ȳ ∈Min(G, f ,≤) then S( f ,≤, ȳ) is compact.

Consider P with the upper topology and let F : S ⊂ P → 2X be a set-valued map. We recall that F is
upper semicontinuous at y ∈ S if for every open set U containing F(y), there exists v ∈ V such that F(x) ⊆ U
for all x ∈ v(y) ∩ S. A problem (G, f ,≤) is said to be B-well-posed at ȳ ∈ Min(G, f ,≤) if the set-valued map
F : f (G)→ 2G such that F(y) = S( f ,≤, y) for all y ∈ f (G) is upper semicontinuous at ȳ.

Proposition 2.2. If ȳ ∈ Min(G, f ,≤) and every net {xα}α∈I ⊆ G \ S( f ,≤, ȳ) with f (xα) ↑ ȳ has a cluster point in
S( f ,≤, ȳ), then (G, f ,≤) is B-well-posed at ȳ. The converse is true if S( f ,≤, ȳ) is a singleton.

Proof. Suppose F is not upper semicontinuous at ȳ. There exists an open set W containing S( f ,≤, ȳ) such
that F(v(ȳ) ∩ f (G)) * W for all v ∈ V. For every v ∈ V, let xv ∈ G such that xv ∈ F(v(ȳ) ∩ f (G)) and xv < W.
Since v(ȳ) ∩ f (G) = {y ∈ f (G) : y ≤ ȳ + v} and for y ∈ v(ȳ)) ∩ f (G) we have F(y) = {x ∈ G : f (x) ≤ y}, then
F(v(ȳ) ∩ f (G)) = {x ∈ G : f (x) ≤ ȳ + v}. This implies that f (xv) ↑ ȳ. But {xv}v∈V ⊆ G \W by the assumption,
so {xv}v∈V has a cluster point in S( f ,≤, ȳ) which is a contradiction. Conversely, let (G, f ,≤) be B-well-posed
at ȳ and let S( f ,≤, ȳ) be a singleton. Suppose that there exists a net {xα}α∈I ⊆ G \ S( f ,≤, ȳ) with f (xα) ↑ ȳ
which admits no subnet converging to S( f ,≤, ȳ). Then, there exists an open set U such that S( f ,≤, ȳ) ⊂ U
and {xα}α∈I is not frequently in U. Since F is upper semicontinuous at ȳ, there exists v ∈ V such that
F(v(ȳ)∩ f (G)) ⊂ U. If we choose α0 ∈ I such that f (xα) ∈ v(ȳ) for all α ≥ α0, then xα ∈ F(v(ȳ)∩ f (G)) ⊂ U for
all α ≥ α0 which is a contradiction.
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A problem (G, f ,≤) is said to be H-well-posed at x̄ ∈ Eff(G, f ,≤) if for every net {xα}α∈I ⊂ G such that
f (xα)→ f (x̄), we have xα → x̄.

Remark 2.3. (i) For v ∈ V, an element a ∈ P is called v-bounded if a ≤ λv for some λ > 0 and a is called
bounded if it is v-bounded for all v ∈ V. If the abstract neighborhood systemV has some bounded elements,
then nets H-well-posedness is equivalent to H-well-posedness in sequential sense. Indeed, nets H-well-
posedness entails H-well-posedness in the sequential sense. For the converse, let (G, f ,≤) be sequential
H-well-posed at x̄ and it fails to be nets H-well-posed. Then, there exists some net {xα}α∈I ⊆ G such that
f (xα)→ f (x̄) and xα 6→ x̄. Thus we can find a neighborhood U of x̄ such that for every α ∈ I there exists β ≥ α
with xβ < U. Let v ∈ V be bounded. There exists a sequence {xβn }n∈N such that f (xβn ) ∈ v/n( f (x̄))∩ ( f (x̄))v/n
and xβn < U for all n ∈ N. Since v is bounded, for every v′ ∈ V we have f (xβn ) ∈ v′/n( f (x̄)) ∩ ( f (x̄))v′/n
which implies f (xβn )→ f (x̄) when n→∞, so xβn → x̄ which is a contradiction.

(ii) If (G, f ,≤) is H-well-posed at x̄ ∈ Eff(G, f ,≤) then S( f ,≤, f (x̄)) = {x̄}. Indeed, for x̂ ∈ S( f ,≤, f (x̄)), we
have f (x̂) ≤ f (x̄) which implies f (x̄) ≤ f (x̂). Then, for the constant net xα := x̂, f (x̂) ↑ f (x̄) and f (x̂) ↓ f (x̄).
Therefore x̂→ x̄, i.e., x̂ = x̄.

For every x̄ ∈ Eff(G, f ,≤), v ∈ V and λ > 0, let

L f (x̄, v, λ) = {x ∈ G : f (x) ≤ f (x̄) + λv}.

We say that (G, f ,≤) is DH-well-posed at x̄ ∈ Eff(G, f ,≤) if for every v ∈ V and every open neighborhood
U ⊆ X of x̄ there exists λ > 0 such that L f (x̄, v, λ) ⊆ U. Also, (G, f ,≤) is said to be weakly DH-well-posed at x̄ if
for every v ∈ V and every open set U ⊆ X containing S( f ,≤, f (x̄)), there exists λ > 0 such that L f (x̄, v, λ) ⊆ U.

Remark 2.4. (i) Obviously, DH-well-posedness implies weakly DH-well-posedness.
(ii) If v ∈ V is bounded, then (G, f ,≤) is DH-well-posed (weakly DH-well-posed) at x̄ ∈ Eff(G, f ,≤) if for

every open set U containing x̄ (respectively,S( f ,≤, f (x̄)) there exists λ > 0 such that L f (x̄, v, λ) ⊆ U. Indeed,
for v′ ∈ V we have v′ ≤ γv for some γ > 0, so L f (x̄, v′, λ/γ) ⊆ L f (x̄, v, λ).

(iii) If X is a metric space, (G, f ,≤) is DH-well-posed at x̄ if and only if infλ>0 diam L f (x̄, v, λ) = 0 for all
v ∈ V, where diam denotes the diameter of a set. If (G, f ,≤) is DH-well-posed at x̄ then S( f ,≤, f (x̄)) = {x̄}.
Also, (G, f ,≤) is weakly DH-well-posed at x̄ if and only if

inf
λ>0

diam L f (x̄, v, λ) = diam S( f ,≤, f (x̄)) for all v ∈ V.

According to [9, Ch I, 3.2], for a fixed element v ∈ V, the local preorder �v is defined by a �v b for a, b ∈ P
if and only if a ≤ b + λv for all λ > 0. Clearly a ≤ b in the orginal preorder implies a �v b. For v ∈ V, it is
easy to see that ⋂

λ>0

L f (x̄, v, λ) = {x ∈ G : f (x) �v f (x̄)} = S( f ,�v, f (x̄)).

Proposition 2.5. Let x̄ ∈ Eff(G, f ,≤). If (G, f ,≤) is weakly DH-well-posed at x̄ then for every v ∈ V we have
S( f ,≤, f (x̄)) = S( f ,�v, f (x̄)).

Proof. For v ∈ V, let x ∈ S( f ,�v, f (x̄)) and x < S( f ,≤, f (x̄)). Then there is an open set U such that S( f ,≤
, f (x̄)) ⊆ U and x < U. Since (G, f ,≤) is weakly DH-well-posed at x̄ and x ∈ L f (x̄, v, λ) for all λ > 0, then
x ∈ U which is a contradiction.

Proposition 2.6. If (G, f ,≤) is L-well-posed at x̄ ∈Min(G, f ,≤), then it is weakly L-well-posed at x.

Proof. If {xα}α∈I ⊂ G is a net such that f (xα) ↑ ȳ and v ∈ V then, for every n ∈ N, there exists αn ∈ I such
that f (xαn ) ≤ x̄ + 1/n v, i.e., {xαn }n∈N is an x̄-minimizing net to problem (G, f ,≤). By the L-well-posedness,
{xαn }n∈N has a subnet that converges to an element of S( f ,≤, x̄), hence (G, f ,≤) is weakly L-well-posed at
x̄.
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In general, the converse of Proposition 2.6 does not hold. However, L-well-posedness is equivalent to
weakly L-well-posedness when in problem (G, f ,≤) the elements of the abstract neighborhood system V
are bounded. For a full locally convex cone (P,V), we denote by Conv(P) the set of all non-empty convex
subsets of P which is a cone with its usual addition and scalar multiplication. If we identify the elements
ofV with singleton sets v = {v} thenV = {v : v ∈ V} is a subset of Conv(P), which can be preordered using
the preorder of P. For A,B ∈ Conv(P), we define

A ≤ B if for each a ∈ A there is some b ∈ B such that a ≤ b,

then (Conv(P),V) becomes a full locally convex cone. For locally convex vector space E with neighborhood
baseV, with set inclusion as order and abstract neighborhood systemV, Conv(E) forms a full locally convex
cone. For details see [9].

Example 2.7. (i) Let P = Conv(R) endowed with neighborhood system ε = {ε : ε > 0}. If X = R and
G = [0, 1] ⊂ X, then for the mappings f , 1 : G→ P defined by f (x) = [x, 1] and

1(x) =

 (−1, 0) if x = 0,

[0, 1 − x] if 0 < x ≤ 1,

we have Eff(G, f ,≤) = [0, 1] and Eff(G, 1,≤) = {0}. For every x ∈ G,we have F( f (x)) = S( f ,≤, f (x)) = [0, 1]; so F
is upper semicontinuous on f (G). This implies the B-well-posedness of (G, f ,≤) at f (x) for all x ∈ Eff(G, f ,≤).
But, the problem (G, 1,≤) is not B-well-posed at 1(0). Actually, F(1(0)) = {0} and F(1(1)) = {0, 1}. Since
1(1) ∈ ε(1(0)) for all ε ∈ ε and for neighborhood U = (−1, 1) of F(1(0)) we have F(1(1)) * U, i.e., the
set-valued map F is not upper semicontinuous at 1(0).

(ii) Let P = Conv(R) endowed with neighborhood system V = {(−ε, ε) : ε > 0}. If X = R and for
G = [0, 1] ⊆ X, the mapping f : G→ (P,V) is defined by f (x) = [−x, x] for all x ∈ G, then Eff(G, f ,≤) = {0}. It
is easy to see that problem (G, f ,≤) is weakly L-well-posed at f (0) and since all elements ofV are bounded,
(G, f ,≤) is L-well-posed at f (0).

Proposition 2.8. If ȳ ∈Min(G, f , ≤), then

(a) if (G, f ,≤) is L-well-posed at ȳ then it is B-well-posed at ȳ,
(b) if (G, f ,≤) is B-well-posed at ȳ and S( f ,≤, ȳ) is a singleton, then (G, f ,≤) is weakly L-well-posed at ȳ.

Proof. (a) By contradiction suppose that F is not upper semicontinuous at ȳ. There exists an open set W ⊆ X
containing S( f ,≤, ȳ) such that F(v(ȳ) ∩ f (G)) * W for all v ∈ V. Then for v ∈ V, one can take a sequence
{xn}n∈N ⊂ G with xn ∈ F(1/n v(ȳ)∩ f (G)) and xn <W. In other words, {xn}n∈N ⊂ X\W and f (xn) ≤ ȳ+1/n v, i.e.,
{xn}n∈N is a ȳ-minimizing sequence. Since (G, f ,≤) is L-well-posed at ȳ, there exists a subsequence {xnk }k∈N
of {xn}n∈N such that {xnk }k∈N converges to an element of S( f ,≤, ȳ). But X \W is closed, so the convergent
point of {xnk }k∈N belongs to X \W, which is a contradiction. For (b), since (G, f ,≤) is B-well-posed at ȳ and
S(G,≤, ȳ) is a singleton, by Proposition 2.2, every net {xα}α∈I ⊆ G with f (xα) ↑ ȳ has a subnet converging to
S( f ,≤, ȳ) and this proves the assertion.

Proposition 2.9. If G ⊆ X and x̄ ∈ Eff(G, f ,≤), then

(a) if (G, f ,≤) is DH-well-posed at x̄ then it is L-well-posed at f (x̄),
(b) if (G, f ,≤) is L-well-posed at f (x̄) then it is weakly DH-well-posed at x̄,
(c) if (G, f ,≤) is DH-well-posed at x̄, then it is H-well-posed at x̄.

Proof. (a) Let {xα}α∈I ⊂ G be a f (x̄)-minimizing net. There exist v ∈ V and a real positive net {λα}α∈I with
λα → 0 such that f (xα) ≤ f (x̄) + λαv, i.e., xα ∈ L f (x̄, v, λα). If (G, f ,≤) is DH-well-posed at x̄ then for every
neighborhood U of x̄ there exists λ > 0 such that L f (x̄, v, λ) ⊆ U. We may choose α0 ∈ I with λα0 ≤ λ such
that L f (x̄, v, λα) ⊆ U for all α ≥ α0, which yields xα ∈ U for all α ≥ α0, so xα → x̄. For (b), suppose that
(G, f ,≤) is L-well-posed at f (x̄) but it is not weakly DH-well-posed at x̄. There exist v ∈ V and an open set
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U containing S( f ,≤, f (x̄)) such that L f (x̄, v, λ) * U for all λ > 0. Then for a positive sequence {λn}n∈N with
λn → 0, we can find a sequence {xn}n∈N ⊂ G such that xn ∈ L f (x̄, v, λn) and xn < U. Since xn ∈ L f (x̄, v, λn),
f (xn) ≤ f (x̄) + λnv, i.e., {xn}n∈N is a f (x̄)-minimizing sequence, so it has a subsequence convergent to an
element of S( f ,≤, f (x̄)), which is a contradiction.

For (c), let {xα}α∈I ⊂ G be a net such that f (xα) → f (x̄) and U be a neighborhood of x̄ in X. For v ∈ V,
since (G, f ,≤) is DH-well-posed at x̄, there exists λ > 0 such that L f (x̄, v, λ) ⊂ U. Since f (xα) → f (x̄), we
have f (xα) ↑ f (x̄), so there exists α0 ∈ I such that f (xα) ∈ (λv)( f (x̄)) for all α ≥ α0. Since L f (x̄, v, λ) = {x ∈ G :
f (x) ∈ (λv)( f (x̄))}, we have xα ∈ L f (x̄, v, λ) ⊂ U for all α ≥ α0. This means that xα → x̄.

Remark 2.10. Let E be a real locally convex topological vector space and let K ⊂ E be a closed pointed cone,
i.e., K ∩ −K = {0}. The orders ≤ and � on E for all a, b ∈ E defined as x ≤ y if y − x ∈ K and x � y if
y − x ∈ intK, where intK is the topological interior of K. We have:

(i) intK + intK ⊆ intK, K+intK⊆ intK and λintK ⊆ intK for all λ > 0.
(ii) For every c1, c2 ∈ intK, there exists c ∈ intK such that c � c1 and c � c2. Indeed, since intK is open,

there are symmetric neighborhoods u1 and u2 of zero such that c1 + u1 ⊆ intK and c2 + u2 ⊆ intK. Thus, we
have c1 − c ∈ intK and c2 − c ∈ intK for c ∈ u1 ∩ u2, that is, c� c1 and c� c2.

(iii) (E, intK) is a full locally convex cone; for, clearly every element of intK is strictly positive, so (v1)
holds. The condition (v2) comes from (ii). For (v3), if c1, c2 ∈ intK and λ > 0, then by (i), we have λc1 ∈ intK
and c1 + c2 ∈ intK. Thus intK is an abstract neighborhood system on E. On the other hand, for every x ∈ E
and c ∈ intK there exists a convex neighborhood u of zero and a λ > 0 such that c + u ⊆ intK and x ∈ λu.
Thus, by (i), λc +λu ⊆ intK, i.e., 0� λc + x. Thus every x ∈ E is bounded below and (E, intK) is a full locally
convex cone.

(iv) The order interval [−c, c] = {z ∈ E : −c ≤K z ≤K c} is a convex neighborhood of zero in E for all c ∈ intK
[1]. If E has a base at zero of order intervals [−c, c] for all c ∈ intK, then one can see that the symmetric
topology on E coincides with the original one. The elements of E are bounded with respect to intK; indeed,
if a ∈ E, then for every c ∈ intK there exists λ > 0 such that 0 ≤K −a + λc, i.e., a ≤K λc. If K is closed, then for
every e ∈ intK the local preorder �e coincides with the original one.

Remark 2.11. If (P,V) is indeed a locally convex ordered topological vector space then our kinds of
pointwise well-posedness is reduced to the vectorial kinds considered by Miglierina et al. in [13]. In fact,
in problem (G, f ,≤K), if (P,V) = (E, intK), then

(i) If ȳ ∈Min( f (G),≤K) and the set-valued map Qȳ : K→ 2G is defined by

Qȳ(k) = {x ∈ G : f (x) ≤K ȳ + k}

for all k ∈ K, then (G, f ,≤K) is B-well-posed at ȳ if and only if Qȳ is upper semicontinuous at k = 0. In fact,
suppose that (G, f ,≤K) is B-well-posed at ȳ and W is an open set such that Qȳ(0) = S( f ,≤K, ȳ) ⊂ W. There
exists e ∈ intK such that F(e(ȳ) ∩ f (G)) ⊂ W. If we choose a symmetric zero neighborhood U ⊂ E with
e + U ⊂ intK, then k ≤K e for all k ∈ U ∩ K which yields

Qȳ(k) ⊆ Qȳ(e) = F(e(ȳ) ∩ f (G)) ⊂W,

i.e., Qȳ is upper semicontinuous at zero. Conversely, suppose that for every open set W containing Qȳ(0),
there exists a zero neighborhood U such that Qȳ(k) ⊂ W for all k ∈ U ∩ K. Taking e ∈ U ∩ intK, we have
F(e(ȳ) ∩ f (G)) = Qȳ(e) ⊂W. Therefore (G, f ,≤K) is B-well-posed at ȳ.

(ii) A sequence {xn}n∈N in G is ȳ-minimizing to problem (G, f ,≤K) if and only if there exists a sequence
{kn}n∈N ⊆ K \ {0}with kn → 0 such that f (xn) ≤K ȳ + kn (see Proposition 5.2 in [7]).

(iii) If K ⊆ E is pointed, then the preorder ≤K is antisymmetric, hence for every ȳ ∈ Min( f (G),≤K) we
have f−1(ȳ) = S( f ,≤K, ȳ). Thus the all kinds of well posedness for locally convex cone-valued functions are
extension of the corresponding well-posedness for convex spaces.

(iv) From Remarks 2.10 (iv) and 2.3 (i), if E has a zero neighborhood base consisting of order intervals
[−c, c], c ∈ intK, then the definition of H-well-posedness in sequential sense reduces to the definition 3.4 in
[13].
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3. Scalarization functions

In this section, we introduce a non-linear scalarization function for locally convex cones and discuss some
of its properties. Then, we investigate the relationships between pointwise well-posedness of optimization
problems and well-posedness of the associated scalar problems for locally convex cone-valued functions.
For v ∈ V and b ∈ P, we define the scalarization function ϕv,b : (P,V)→ (R+, ε) for all a ∈ P by

ϕv,b(a) = inf{t > 0 : a ≤ b + tv},

where R+ = [0,+∞] and ε = {ε ∈ R : ε > 0}.

Remark 3.1. (i) If a ∈ P is v-bounded then ϕv,b(a) < +∞; indeed, there is λ > 0 such that a ≤ λv. Since
every element of P is bounded below, there is γ > 0 such that 0 ≤ b + γv. Thus a ≤ b + (λ + γ)v, hence
{t > 0 : a ≤ b + tv} , ∅, i.e., ϕv,b(a) < +∞.

(ii) If b is v-bounded and ϕv,b(a) < +∞, then a is v-bounded.

Theorem 3.2. If v ∈ V and b ∈ P, then for the scalarazation function ϕv,b, the following hold:

(a) For every ε > 0 and x, y ∈ P, if x ≤ y + εv then ϕv,b(x) ≤ ϕv,b(y) + ε.
(b) ϕv,b is monotone even with respect to the local preorder �v of P.
(c) ϕv,b(b) = 0.
(d) x �v b if and only if ϕv,b(x) = 0.

Proof. (a) If t > 0 such that y ≤ b + tv then, by assumption, x ≤ b + (t + ε)v, so ϕv,b(x) ≤ t + ε, i.e.,
ϕv,b(x) ≤ ϕv,b(y) + ε. For (b), if x �v y and x ≤ y + εv for all ε > 0, then by (a), ϕv,b(x) ≤ ϕv,b(y) + ε for all ε > 0,
which implies that ϕv,b(x) ≤ ϕv,b(y). Part (c) is obvious. For (d), from (b) and (c), if x �v b then ϕv,b(x) ≤ 0,
so ϕv,b(x) = 0. Conversely, if ϕv,b(x) = 0 then x ≤ b + λv for all λ > 0, i.e., x �v b.

Let h : X → (R+, ε) and consider the scalar optimization problem (G, h) Min h(G), where h(G) = {h(x) :
x ∈ G}. We note that, if infG h denotes the infimum of h on G and Eff(G, h) , ∅, then Min(G, h) = {infG h}.

Lemma 3.3. If x̄ ∈ Eff (G, f , ≤), then Eff (G, ϕv, f (x̄) ◦ f ) = S( f ,�v, f (x̄)).

Proof. Since ϕv, f (x̄)( f (x̄)) = 0, we have infG ϕv, f (x̄) ◦ f = 0 by Theorem 3.2 (d), so Eff(G, ϕv, f (x̄) ◦ f ) = S( f ,�v
, f (x̄)).

Theorem 3.4. If x̄ ∈ Eff(G, f , ≤) such that S( f ,�v, f (x̄)) = S( f ,≤, f (x̄)) for some v ∈ V and the problem (G, ϕv, f (x̄)◦

f ) is B-well-posed at zero, then (G, f , ≤) is B-well-posed at f (x̄).

Proof. Consider the set-valued map F : f (G) → 2G by F(y) = S( f ,≤, y) and ψ : ϕv, f (x̄) ◦ f (G) → 2G as
ψ(t) = S(ϕv, f (x̄) ◦ f ,≤, t). Suppose that W ⊆ X is an open set such that F( f (x̄)) = S( f ,≤, f (x̄)) ⊂W. By Lemma
3.3, we have

ψ(0) = S(ϕv, f (x̄) ◦ f ,≤, 0) = Eff(G, ϕv, f (x̄) ◦ f )
= S( f ,�v, f (x̄)) = S( f ,≤, f (x̄)) ⊆W.

For cone-valued function ϕv, f (x̄) ◦ f : G→ R+, since (G, ϕv, f (x̄) ◦ f ) is B-well-posed at zero, there exists ε > 0
such that ψ(ε(0) ∩ ϕv, f (x̄) ◦ f (G)) ⊆W, i.e., {x ∈ G : ϕv, f (x̄)( f (x)) ≤ ε} ⊆W. Thus

F((εv)( f (x̄)) ∩ f (G)) = {x ∈ G : f (x) ≤ f (x̄) + εv}
⊆ {x ∈ G : ϕv, f (x̄)( f (x)) ≤ ε} ⊆W,

i.e., F is upper semicontinuous at f (x̄), so (S, f ,≤) is B-well-posed at f (x̄).
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Let S be a set and let F (S,R) be the cone of all (R, ε)-valued functions on S endowed with the pointwise
operations and order. We may identify the elements ε ∈ ε with the constant functions ε̂ on S, that is t 7−→ ε

for all t ∈ S. Hence ε̂ = {ε̂ : ε ∈ ε} is a subset and a neighborhood system for F (S,R). The neighborhoods
ε̂ ∈ ε̂ are defined for functions f , 1 ∈ F (S,R) as

f ≤ 1 + ε̂ if f (x) ≤ 1(x) + ε̂(x) for all x ∈ S.

We consider the subconeFε̂b
(S,R) of all functions inF (S,R) that are bounded below relative to the functions

in ε̂, that is f ∈ Fε̂b
(S,R) if for every ε ∈ ε there is λ > 0 such that 0 ≤ f + λε̂. In this way (Fε̂b

(S,R), ε̂) forms
a full locally convex cone. For details see Example 4.1 (e) in [21].

Example 3.5. Let X = R, G = [0, 1] and S = (0,+∞). If the mapping f : G→ (Fε̂b
(S,R), ε̂) is defined by

f (x) =

 0, if x = 0,

xt, if 0 < x ≤ 1,

then Eff (G, f ,≤) = {0}. We show that the problem (G, f ,≤) is B-well-posed at f (0). Obviously, for every
ε ∈ V we have S( f ,�ε̂, f (0)) = S( f ,≤, f (0)). Let ε = 1. We have

ϕ1, f (0) ◦ f (x) =

 0, if x = 0,

+∞, if 0 < x ≤ 1.

Thus, for ψ : ϕ1, f (0) ◦ f (G)→ 2G defined by ψ(t) = S(ϕ1, f (0) ◦ f ,≤, t), we have

ψ(t) =

 {0}, if t = 0,

[0, 1], if t = +∞.

We can easily check that ψ(t) is upper semicontinuous at 0, so the problem (G, f ,≤) is B-well-posed at f (0).

The notions of well-posedness in the scalar optimization problems are formally stronger than classical
notions of well-posedness in [4]. We recall that the problem (G, h) is called Tykhonov well-posed if Eff (G, h) is
a singleton and for every minimizing net {xα}α∈I ⊆ G, h(xα) converges to Eff (G, h), i.e., h(xα)→ infG h. Also,
(G, h) is Tykhonov well-posed in the generalized sense if Eff (G, h) , ∅ and every minimizing net in G clusters to
an element of Eff (G, h).

Remark 3.6. The nets Tykhonov well-posedness is equivalent to the sequential notion in [4] by Remark 2.3
(i). If P = R+ endowed with ε = {ε : ε > 0} and G ⊆ P, then the definition of H-well-posedness of (G, f ,≤)
reduces to the notion of Tykhonov well-posedness; indeed, the symmetric topology of locally convex cone
R+ is the usual topology on R+ with +∞ as an isolated point, so if (G, f ,≤) is H-well-posed at x̄ then
Eff(G, f ) = {x̄} by Remark 2.3 (ii). Also, the definition of weakly L-well-posedness at infG f reduces to the
generalized Tykhonov well-posedness; in fact, f (xα) ↑ infG f inR+ implies that f (xα)→ infG f in symmetric
topology of R+.

Lemma 3.7. The problem (G, h) is DH-well-posed at x̄ ∈ Eff (G, h) if and only if it is Tykhonov well-posed.

Proof. Assume that (G, h) is DH-well-posed at x̄. By Proposition 2.9 (c), (G, h) is H-well-posed at x̄ and so,
by Remark 3.6, (G, h) is Tykhonov well-posed. Conversely suppose that (G, h) is Tykhonov well-posed but
there exist ε > 0 and a neighborhood U of x̄ such that Lh(x̄, ε, λ) * U for all λ > 0. Then, for a positive
sequence {λn}n∈N with λn → 0 one can find a sequence {xn}n∈N ⊂ G such that xn ∈ Lh(x̄, ε, λn) but xn < U.
Since h(xn) ≤ infG h + λnε, {xn}n∈N is a minimizing sequence and xn → x̄, which is a contradiction.

We next establish some equivalences between pointwise well-posedness of the optimization problem
(G, f ,≤) and well-posedness of the associated scalar problems.
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Theorem 3.8. The problem (G, f ,≤) is DH-well-posed at x̄ ∈ Eff(G, f ,≤) if and only if the scalarized problem
(G, ϕv, f (x̄) ◦ f ) is Tykhonov well-posed for all v ∈ V.

Proof. From Lemma 3.3, x̄ ∈ Eff(G, ϕv, f (x̄) ◦ f ) for all v ∈ V, so by Lemma 3.7, it is enough to prove that
(G, f , ≤) is DH-well-posed at x̄ if and only if the scalarized problem (G, ϕv, f (x̄) ◦ f , ≤) is DH-well-posed at x̄
for all v ∈ V. For v ∈ V, ε = 1 and λ > 0 we have

L f (x̄, v, λ) = {x ∈ G : f (x) ≤ f (x̄) + λv}
⊆ {x ∈ G : ϕv, f (x̄)( f (x)) ≤ λ}
= Lϕv, f (x̄)◦ f (x̄, 1, λ).

Therefore if (G, ϕv, f (x̄) ◦ f ) is DH-well-posed for all v ∈ V at x̄, then (G, f ,≤) is also DH-well-posed at x̄. On
the other hand, for every v ∈ V and λ > β > 0 we have

Lϕv, f (x̄)◦ f (x̄, 1, β) = {x ∈ G : ϕv, f (x̄)( f (x)) ≤ β} ⊆ L f (x̄, v, λ),

so if (G, f ,≤) is DH-well-posed at x̄ then (G, ϕv, f (x̄) ◦ f ) is DH-well-posed at x̄ for all v ∈ V.

Corollary 3.9. If x̄ ∈ Eff (G, f ,≤) and S( f ,≤, f (x̄)) = S( f ,�v, f (x̄)) for all v ∈ V, then the problem (G, f ,≤) is
L-well-posed at f (x̄) if and only if the scalarized problem (G, ϕv, f (x̄) ◦ f ) is Tykhonov well-posed in generalized sense
for all v ∈ V.

Proof. Suppose that (G, ϕv, f (x̄) ◦ f ) is Tykhonov well-posed in the generalized sense for all v ∈ V. If {xα}α∈I
is a f (x̄)-minimizing net, there exists v ∈ V and a positive real net {λα}α∈I with λα → 0 such that f (xα) ≤
f (x̄) + λαv. By parts (a) and (c) of Theorem 3.2, we have

0 = inf
G

(ϕv, f (x̄) ◦ f ) ≤ ϕv, f (x̄)( f (xα)) ≤ ϕv, f (x̄)( f (x̄)) + λα = λα,

so ϕv, f (x̄)( f (xα)) → 0 which means that {xα}α∈I is a minimizing net to problem (G, ϕv, f (x̄) ◦ f ). Thus, {xα}α∈I
clusters to an element of Eff(G, ϕv, f (x̄) ◦ f ). By assumption and Lemma 3.3, we have Eff(G, ϕv, f (x̄) ◦ f ) = S( f ,�v
, f (x̄)) = S( f ,≤, f (x̄)), so {xα}α∈I clusters to an element of S( f ,≤, f (x̄)),. i.e., (G, f ,≤) is L-well-posed at f (x̄).
Conversely, let v ∈ V. If {xα}α∈I is a minimizing net to problem (S, ϕv, f (x̄) ◦ f ), then ϕv, f (x̄)( f (xα)) → 0. Let
α0 ∈ I such that ϕv, f (x̄)( f (xα)) < +∞ for all α ≥ α0. For an arbitrary positive real net {λα}α∈I with λα → 0, we
have f (xα) ≤ f (x̄)+(ϕv, f (x̄)( f (xα)+λαv for all α ≥ α0. Sinceϕv, f (x̄)( f (xα))+λα → 0, {xα}α≥α0 is a f (x̄)-minimizing
net, hence it clusters to an element of S( f ,≤, f (x̄)) = S( f ,� v, f (x̄)) = Eff(G, ϕv, f (x̄) ◦ f ). Therefore, problem
(G, ϕv, f (x̄) ◦ f ) is Tykhonov well-posed in generalized sense.
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