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Some Approximation Properties of New Families
of Positive Linear Operators

Prashantkumar Patel?®
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Abstract. In the present article, we propose the new class positive linear operators, which discrete type
depending on a real parameters. These operators are similar to Jain operators but its approximation prop-
erties are different then Jain operators. Theorems of degree of approximation, direct results, Voronovskaya
Asymptotic formula and statistical convergence are discussed.

1. Introduction

During the last decade two types of generalizations of the classical Poisson, binomial and negative
binomial distribution, useful in biology, ecology and medicine have been introduced by considering the
two basic forms of Lagrange series
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By putting ¢(z) = ¢** and f(z) = ¢f* in formulas (1) and (2), we achieved Generalized Poisson Distribution
(GPD) studied by Consul and Jain [1, 2] and Linear Function Poisson Distribution(LFPD) was introduced
and studied by Jain [3].

Since 1912, Bernstein Polynomial and its various generalization have been studied by Bernstein [4],
Szész [5], Meyer-Konig and Zeller [6], Cheney and Sharma [7], Stancu [8]. Bernstein polynomials are based
on binomial and negative binomial distributions. In 1941, Szdsz and Mirakyan [9] have introduced operator
using the Poisson distribution. We mention that rate of convergence developed by Rempulska and Walczak
[10], asymptotic expansion introduced by Abel et al. [11]. In 1976, May [12] showed that the Baskakov

and expanding suitable function ¢(z) into powers of for suitably chosen function f(z).
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operators can reduces to the Szdsz-Mirakyan operators.
The Lagrange formula (1) was used to established the Jain operators [13], which are as follows

it =Y wplk, nx)f(S), 3)
k=0
where wg(k, m) = nx(x + K9 0 < < 1 and f € C[0, co).

The operators (3) are generalizatfon of well known the Szasz-Mirakyan operators. In 2013, Agratini [14]
discussed the relation between the local smoothness of function and local approximation. Also, the degree
of approximation and the statistical convergence of the sequence (3) was studied in [14]. We mention that
a Kantorovich-type extension of the Jain operators was given in [15]. Additionally, the Durrmeyer type
generalization of the Jain operators was established in [16-19]. The Jain operators was also developed in
two variables in [20]. The Jain type variant of Lupas operators [21] was studied by Patel and Mishra in [22].

Due to their properties, the operators ]L’S Vand ¥ have been intensively studied by many mathematicians.

Thus, in our opinion, the class P,[f ! defined in (7) should deeper investigate.

In this manuscript, we use Lagrange formula (2) to establish new sequence of positive linear operators.
The approximation properties establish in this manuscript are different then the Jain operators (3). Local
approximation properties, the rate of convergence, weighted approximation, asymptotic formula and
statistical convergence are investigated for the sequence of the operators (7).

For 0 < & < co and || < 1, proceed by setting ¢(z) = ¢** and f(z) = ¢f?, in Lagrange formula (2), we get

P ;%(mkﬁ)k(%)k.

Therefore, we shall have
00 k
e =(1-Bz) Z(a + ﬁk)k%; u=ze b, 4)
k=0 )

where z and u are sufficiently small such that [fu| < a~!and |pz| < 1.
By taking z = 1, we have

1=(1-§) Z %(a + Bk)ke~(@+h0), ()
k=0 "
Define
pplk ) = (1 - B (a-+ e, 6)

Now, form equality (5), we can write
Y pstea)=1,
k=0
forO0<a<ocoand|f| < 1.

2. Construction of the Operators

We may now define the operator as

PR3 =) pylk,n)f (S) ?)
k=0
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where 0 < 8 < 1 and pg(k, nx) is as defined in (6).
Lemma2.1. Let0 <a < oo, |f| <landre NN,

S(r,a, p) = 2 %(a + Blyftre(a+Bh)
k=0

and
(1-B)S(O,a,p) = 1.
Then

St B) = Y B+ kB)S(r—1,a+ kp, ).
k=0
Proof: Notice that

S(I", a, ﬁ) = Z %(0[ + ﬁk)k+r—1e—((x+ﬁk) + ﬁ Z %k(a + ﬁk)k+r—1e—((x+ﬁk)
k=0 k=0

= aS(r-1,a,B)+p Z %(oc +B+ ﬁk)k+re—(a+ﬁ+ﬁk)
k=0

= aS(r—1,a,p) +BS(r,a + B, ). 8)

By a repeated use of (8), the proof of the lemma is archived.
Now when || <1, we have

v Btk a B
b = Ly S T ©
IR a+kp B2\ 3ap>  B(1+2p)
SEap = ;ﬁ(a+kﬁ)((1—ﬁ)z+(1—ﬁ)3 S A a-pr (10
&y, P 60282 af*(4+11B) B*+8F5 +6p°
SGB,a,p) = kzz;‘ﬁ @+kBS@a+kB.P = T+ Tt —a gt ag W
5(4,a,p) = iﬁk(a+kﬁ)5(3,a+kﬁfﬁ)
k=0
” 100382 502 (26° +76)
T a-pr T a-pr T A-py
5a (Bt +108° + 106°) 7+ 220 + 557 + 245" )

(1-p)? 1-py

3. Estimation of Moments

We should note that, the first moment of the operators (3) gives J, E,ﬁ ](t, x) = ax, for some real constant a,

but for the operators (7), we have PLﬁ ](t, x) = cx + b for some real constants b and c. Due to this operators (3)
and (7) have different approximation properties. We required following results to prove main results.

Lemma 3.1. The operators PE,ﬁ Tn>1, defined by (7) satisfy the following relations
1. PP1,x)=1;



P. G. Patel / Filomat 33:17 (2019), 5477-5488 5480

X B
1-p) n(1-pp
x2 x(1+28)  B(1+28)
a=pp " nd-pp " w-p
Ba o 321+p x(1+8s+6p?) B(L+8p+6pY)
RS g T A —pr T ma-pr
A 2533 +28)  *2(7+268+126)
A-p " wd-pF | w2A-pF
x(1+228+5862 + 24%)  B(1+228 + 5862 + 24p°)
wA-py | m(-py
Proof: By the relation (5), it clear that PLﬁ ](1, x)=1.
By the simple computation, we get

2. PPt x) =

3. P2, x) =

5. PP, x) =

' e—(nx+kﬁ) k

*)! n
_x ., 8 A P
T-p T Ha-p) - A-p n-p
PP, x) = an_f )52, mx+26,B) + S(Lnx + B, )
_ (=P [r2pP Sxt2p p+2)  (x+p)
G {(1—/3)3 TTa-pr T a-py +(1—/3)2+(1—ﬁ)3}
© x1+2p)  pA+2P)
a=pp " nl-p7 " wa-p

Pt = (1-p)) (x+kp)
k=0

1-P
n

(1, nx + B, B)

PR x) = (1;—35) {S(3,nx + 3B, ) + 35(2, nx + 28, p) + S(1, nx + B, B)}

(=P [rx+3p° | 6rx+3pPp | (x4 3p) (482 + 118 L B85+ 6p°
- (1-p)* (1-py (1-p) (1-py
(x+202  3x+ 2§ FA2P))  (x+p) P
+‘°’( T-pp  a-p | a-p )+ aT—pp (1—l3)3}
e 321+ p)  x(1+8p+6p%) ﬁ(1+8ﬁ+6ﬁ2)'
C-pF " nA-pt T wA-pF | mA-pF
(1-

PP, ) = Tﬁ) (S(4, nx + 4B, B) + 65(3, nx + 3, ) + 7S(2, nx + 28, p) + S(1, nx + B, B))

A 2033 +28) X2 (7+268+1267)
C-pf " a-pr T a-pF
x(1+228+5862 +24%)  B(1+228+ 5862 + 24p°)
w-py | m-pF

The proof of Lemma 3.1 is complete.

n3

We also introduce the s-th order central moment of the operator PLﬁ ] , thatis PEF ] (@3, x), where @, (t) = t—x,
(x,f) € R* X R*. On the basis of above lemma and by linearity of operators (7), by a straightforward
calculation, we obtain
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Lemma 3.2. Let the operator P,[f ! be defined by relation as (7) and let @, =t — x be given by
P p

[6] .
e =g s B )
2p? 1+2p 1+2
[l xp B(1+2p)
2. Py (5, %) = g nd=pp T (=g
5. PR ) = Pp3 . 328 (1 +p?) . x(1+5p +3p% + 68°) . p(1+8p+ 6[%2);
1-p° n(d-py n*(1-p) n3(1-p)°
4 PPt ) = g 23 (3 + 26?) . ¥ (3 + 4 + 2062 + 6 + 126)
1-pp n(l-py n(1-p)°
x(1+18p +308% + 326> +24p%)  B(1+228 + 586 + 24%)
(=Y T e py
Lemma 3.3. Let n > 1 be a given number. For every 0 < < 1, one has
[61
Pligtn < ot (00 + ),

where $*(x) = x(1 + x), x € [0, c0).

Proof: Since, max{x,x?} <x+x%,0<pf < land (1-p)2° < (1-p)* wehave

g, (1x28)) pa+p
a—p2 " n(i- ﬁ)S] =gy
o)
o).
%(W@H%),

PPl@2x) = @+ x)[

IA

IA

which is required.

4. Approximation Properties
The convergence property of the operators (7) is proved in the following theorem:

Theorem 4.1. Let f be a continuous function on [0, 00) and f, — 0as n — oo, then the sequence PLﬁ ol converges
uniformly to f on [a, b], where 0 <a < b < oo,

Proof: Since P,[f s a positive linear operator for 0 < f, < 1, it is sufficient, by Korovkin’s result [23], to
verify the uniform convergence for test functions f(t) = 1,t and .
It is clear that P,[f"](l,x) =1
Going to f(t) =t,
8] Bn
hm P, (t,x) = lim
( ) =00 [(1 ﬁn) 1’[(1 - ﬁn)z

Proceeding to the function f(t) = #2, it can easily be shown that

X2 x(1+2B,)  Bu(1+2B,)
(1 ﬁn)z Tl(l - ﬁn)S nz(l - ,Bn)4

]:x, asf, — 0.

hm P[ﬁ” (,x) = hm [ ] =x?, as Bn — 0.

The proof of theorem 4.1 is complete.
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4.1. Local Approximation

Let Cp[0, o0) be denote the set of all bounded continuous real-valued functions on [0, o). The space is

endowed with sup-norm || - ||, where ||f|| = sup |f(x)], f € Cg[0, ). In connection with the estimation of
x€[0,00)

the degree of approximation, the so called moduli of smoothness play important role.

Further, let us consider the following K-functional:

Ka(f,0) = inf {llf — gll + 6llg”II},
geW?

where 6 > 0 and W? = {9 € Cpl0,00) : g’; 9" € [0, 0)}. By [24, 14, p. 177, Theorem 2.4] there exists an absolute
constant C > 0 such that

Ka(f, ) < Can(f, V), (13)

where

w(f, Vo) = sup sup |f(x +2h) — 2f(x + h) + f(x)|
0<h< Vo x€l0,00)

is the second order modulus of smoothness of f € Cg[0, c0).By

w(f,0) = sup sup |f(x+h)— f(x)

0<h<6 x€[0,00)

we denote the usual modulus of continuity of f € Cp[0, o). In what follows we shall use the notations
P(x) = y/x(1 + x) and 6*(x) = ¢*(x) + 1, where x € [0,00) and 1 > 1.

Now, we establish local approximation theorems in connection with the operators P,[f I

Theorem 4.2. Let P,[f ' neN,be given by (7). For every f € Cg|[0, o), one has

Bl o 1 [1+@+n)p B(1 + nx(1 - B)\’ B(1 +nx(1 - B))
|Py (f, x) = f(x)] £ Cay [f, 5 \/—n(l e 5 (x) + BT +wlf, “aa-pr )’ (14)
Proof: Let us introduce the auxiliary operators ﬂ,ﬁ ! defined by
PPfx) = P - f (ﬁ;(’f—fﬁ)—zﬁ)) + ), (15)
for x € [0, o). The operators ﬂf ! are linear. By Lemma 3.2, we have
PPt —x,x) = 0. (16)

Letge W2. From Taylor’s expansion

t
g() = g(x) + g'(N)(t = x) + f (t = u)g” (wydu, t €0, c0). (17)
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piAl

Applying the linear operator P,,” and taking in view (15) and (16), we can write

t
|131ﬁ] AT,,ﬁ](t -x,x) + 131,1‘8] (f (t—w)g” (u)du, x)

Plg,x) - gl = |P!

Blig - g(x), 0l =g’

t =2
< P,[f] (f (t — w)g” ()i, x) B f s (.B +(nX(1ﬁ)25) B u) 7" (u)du
, g
< #%faﬂWWMmﬁ+j””(&%ﬂW@ yfww
81 ||9"|| W o B+ nx(1 - p)
< Pl ((t 2Lt )+Ilg I f (—n(1 el du'
llg”’l lg”Il (B +nx(1 =)\
< el o)+ ()
L (1+ @+ n)p? B + nx(1 - p))\
< llg”ll (n(l——ﬁ)‘*(SZ(x) + (n(l——ﬁ)z) ] (18)
Let f € Cp[0, o), Further on, taking in view that
PEF =g 0l <If =gl IPY(f =g, <3lIf - gl (19)
and by definition of modulus of continuity, we have
B+ nx(1—p) B + nx(1 - B))
‘f(n(l—_ﬁ)z)—f(x)‘ < w(f’n(l——ﬁ)z)‘ (20)

Now, (18), (19) and (20) imply

IA

IPP(f, ) - )l

1-
P = 9,2 = (f = @) + P (g,2) ~ 9] + f(ﬂ;gx—fﬁ)f)) —f(x)‘

lg”Il (1+ @2+ m)? B +nx(1-p)\
4(||f—!7||+ 1 ( AL =p) 62(x)+(n(1——ﬁ)2) )]

B + nx(1 - p))
n(l - p)? ’

Hence, taking infimum on the right hand side over all g € W2, we get

Bl 1+ Q2+, ﬁ(1+nx(1—ﬁ)))2 ( ﬁ(1+nx(1—/3)))
|Py (f,x) = f(0)l < 4K2(f4((1—ﬁ)6 (x)+(—n(1—ﬁ)2 +w f’—n(l—ﬁ)z .

IA

ol

In view of (13), we get

1+@2+n)p?

g o +(

2
PG fl < sz[f \/ ﬁ(1+nx(1—ﬁ>))}m(ﬁﬁ(lmx(l—ﬁ)))

n(l — )> n(l - p)?

This completes the proof of the theorem.
We recall that a continuous function f defined on Jis locally Lip a on E (0 < a < 1), if it satisfies the condition

|f(x)_f(y)| SMf|X—y|a/ (x/y)EIXE/ (21)

where My is a constant depending only on f.
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Theorem 4.3. Let PE,BI, n € N, be given by (7), 0 < a < 1 and E be any subset of [0, c0). If f is locally Lip a on E,
then we have
1+ (2+n)p?

n(l-p)t

where d(x, E) is the distance between x and E defined as

al2
IPF ) = f] < My [( 52<x>) +2d“<x,E>], x20,

d(x,E) = inf{lx —y| : y € E}.

Proof: By using the continuity of f, it is obvious that (21) holds for any x > 0 and y € E, E being the closure
in R of the set E. Let (x, xg) € [0, o) X E be such that |x — xo| = d(x, E).

On the other hand, we can write |f(t) — f(xo)| < [f(t) — f(x0)| + | f(x0) — f(x)] and applying the linear positive
operators P,[f "], we have

PP 2 - fol < IPPF® - fo)l 0) = FQ)1+1f(xo0) = f)]
< PP Mgt = xol®, )l + Mglxo — xI*.

Note that PE,ﬁ ! is positive, so it is monotone.
In the inequality (A+B)* < A*+B* (A >0,B>0,0<a <1), weputA = |t —x|, B =[x — x| and using
Holder’s inequality, we get

PP, = fEL < MePPAI(E =) + (x = x0)I*, %) + Ml — xf*
< My (PPt =21, %) + |x = xol") + Mo — xI°
a2
< My (P - 02,0)" + 2= ol

1+ (2+n)p? 1" .
< Mf((W (qb(x)+;)) + 2/x — xo|* |,

which is required results.

4.2. Rate of convergence

Let B,2[0; o) be the set of all functions f defined on [0, o) satisfying the condition |f(x)| < Mf(1 + x?),
where My is a constant depending only on f. By C,[0,c0), we denote the subspace of all continuous
functions belonging to B,2[0, ). Also, let C,[0, o) be the subspace of all functions f € C,2[0, o), for which

x
is finite. The norm on C,2[00) is ||f]l,2 = sup fl . For any positive a, by
x€[0,00) 1+x2

wa(f,0) = sup sup |f(t) = f()l,

|t—x|<0 x,t€[0,a]

lim

X—00 —+ x2

we denote the usual modulus of continuity of f on the closed interval [0,a]. We know that for a function
f € C,2[0, o0), the modulus of continuity w,(f, 0) tends to zero. Now, we give a rate of convergence theorem

for the operator P,[f I,

Theorem 4.4. Let f € C,2[0, 00) and let the operator PLﬁ " be defined as in (7), where 0 < B < 1 and w,(f, 6) be its
modulus of continuity on the finite interval [0,a] C [0, co), where a > 0. Then for everyn > 1,

Bl s\ _ A+ @2+ mpHK 1+ @+mpHK
”Pn (f/ ) f” < 1’[(1 _ﬁ)4 +261)u+1 [f, m ’

where K = 6M¢(1 +a?)(1 + a +a?).
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Proof: Forxe€[0,alandf>a+1,sincet—x > 1, we have

B - f@)] < Mi2+22+8)
< My (24327 +2(t - x)?)

< 6Mp(1+a*)(t —x) (22)
Forx € [0,a]l and t <a+ 1, we have
10— F@ < wuna(F =2+ (1+ 5 )wnatr, 00, 23)
with 6 > 0. Form (22) and (23), we have
1£6) = F001 < 6My(1+ )t =0 + (14 =2 )£, 4)

for x € [0,a] and t > 0. Thus

Nl=

PP, %) — £l < 6Mp(1+a?)PPY(t - x)2, %) + wann (£, 0) (1 + %P,[f (k=22 ) ) (25)

Hence, by Schwarz’s inequality and Lemma 3.3, for 0 < g < 1 and x € [0,4]

6Mf(1 +a?)(1 + (2 + n)p?) 1
(1l - B (¢(x) * E)

1 [A+Q2+n)p?) 1
+was1(f, 0) [1 +5 \/”(1——/3)4 (qb(x) + E)]

(1+@2+n)p*K 1 f(l +(2+n)pHK
n(l—_ﬁ)4 +a)a+1(f/6) [1 + 5 1’1(1——ﬁ)4] (26)

(1+@2+n)p>K
n(l-p)*

IPP(f,2) - )l

By taking 6 = , we get the assertion of theorem.

4.3. Weighted approximation

Now, we shall discuss the weighted approximation theorem, where the approximation formula holds
true on the interval [0, ).

Theorem 4.5. Let the operator P,[f ") be defined as in (7), where (Bn)n>1, 0 < B, < 1, satisfies lim B, = 0. For each
n
f € C;,[0, ), we have
lim |IP(f,) = fll= = 0.

Proof: Using the theorem in [25], we see that it is sufficient to verify the following three conditions
lim [P, ) = x°|l2 = 0, forv =0,1,2, 27)
n—oo

for every x € [0, o).
Since P,[f ”](1, x) = 1, the first condition of (27) is fulfilled for v = 0. By Lemma 3.1 we have forn > 1

PPt x) = x e

sup P2 (t2) =
x€[0,00) 1+ x2

P p B B
= T-p b TveE T ud-pr = a-p nd-pr
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and the second condition of (27) holds for v = 1 as n — co with §, — 0.
Similarly, we can write for n > 1

2~ BB 2\ (1+28) 2\ Bu(1+2B,)
u—mmxig(HwJ+nu—mP£H;@+%) (1= Bo)*
(2 - ﬁn)ﬁn (1 + Zﬁn) ﬁn(l + zﬁn)
= A=p? Tna—p) T At

PP, x) — 2l

which implies that
lim [IPY"(2, x) = 22||,2 = 0 with B, — co.
n—oo

Thus the proof is completed.

4.4. Asymptotic Formula

In order to present asymptotic formula, we need the following lemma.

Lemma 4.6. Let PL‘B ' pe defined as (7). In addition, 0 < B < 1, then

267(x + x% + 1% + x%)

(1= PP

Proof: Since max{x,x2, 23, x*} <x+x? + x> +x*, (1-p)* <land 1-B) " < (1-B)" ™V, fori e N,

PRt - %)%, %) <

- xt . 1023 N 45x? N 105x N 105
To@-pr n(l-pp n2(1-p)° nd(1-pyY  n(1-p)P°
L 267(x+ x4+ 23 +x%)

a ni(1-p)® '

PPt - 0% %)

we obtain claim inequality.
Notice that, lim nzP,[f "]((t —x)*, x) = 3x% with B. — 0.
n—o0

Theorem 4.7. Let f, f', f” € C[0,00) and let the operator P,[f ") be defined as in (7), where (Bp)uz1, 0 < Bu < 1,
satisfies lim 8, = 0. then
n

lim n (PP(f, ) - f(0)) = ’5‘ F7(x), ¥ x> 0.

Proof: Let f, f’, f” € C[0, o) and x € [0, o0) be fixed. By the Taylor formula, we have

f) = f(x) + f(x)(t—x) + % F7(x)(t = x)* + r(t; x)(t - x)%, (28)

where r(-; x) is the Peano form of the remainder and ltim r(t;x) = 0.
—X

We apply PLﬁ T to equation (28), we get

P = F@) = f @RI =0, + 2 P = 7,20 + PR 0 - 2, 0)

’ x.B” 1871
f“wu—mﬁwa—mﬁ

+ﬂww eg  x(1+26) p.+2p)

]+ﬂ@wmmc—@%w

2 |T=p?  nA =P 21— )
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In the second term PL’S "](r(t; x)(t — x)?, x) applying the Cauchy-Schwartz inequality, we have

0 < PPt x)(E - 02,0 < n2PE((E - 204, %)y PP 02, ). (29)
Observe that %(x, x) = 0 and (-, x) € C5,[0, ). Then, it follows that
lim nPPArt, )2, %) = P, x) = 0 (30)
—X

uniformly with respect to x € [0, A] forany A > 0.
On the basis of (29), (30) and Lemma 4.6 , we get

lim n (P (£, ) - f(x) = f() lim n[

n—oo

XBn Bn
A—pn) ' n(l- W]

fr®) 22 x(1+262)  g.(1+28,)
* 2 ;}ggon (1 _5H)2 + n(1 —ﬁn)3 + n2(1 _,Bn)4

- g £(x) with B, — 0,

which completes the proof.

Acknowledgements

The authors are thankful to the referees for valuable suggestions, leading to an overall improvement in
the paper.

References

[1] P.C. Consul, G. C. Jain, A generalization of the poisson distribution, Technometrics 15 (4) (1973) 791-799.
[2] P.C. Consul, G. C. Jain, On some interesting properties of the generalized poisson distribution, Biometrische Zeitschrift 15 (7)
(1973) 495-500.
[3] G.C.]Jain, A linear function poisson distribution, Biometrische Zeitschrift 17 (8) (1975) 501-506.
[4] S. N. Berstien, Démonstration du théoréme de Weierstrass fondée sur le calcul de probabilités, Commun. Soc. Math. Kharkow
13 (2) (1912-1913) 1-2.
[5] O.Szasz, Generalization of S. Bernstein’s polynomials to the infinite interval, J. Res. Natl. Bur. Stand. 45 (1950) 239-245.
[6] W. Meyer-Kénig, K. Zeller, Bernsteinsche potenzreihen, Studia Mathematica 19 (1) (1960) 89-94.
[7] E.Cheney, A. Sharma, On a generalization of Bernstein polynomials, riv, Mat. Univ. Parma (2) 5 (1964) 77-84.
[8] D. Stancu, Approximation of functions by a new class of linear polynomial operators, Rev. Roumaine Math. Pures Appl. 13 (8)
(1968) 1173-1194.
[9] G. Mirakyan, Approximation des fonctions continues au moyen polynémes de la forme, Dokl. Akad. Nauk. SSSR 31 (1941)
201-205.
[10] L.Rempulska, Z. Walczak, Approximation properties of certain modified szasz-mirakyan operators, Le Matematiche 55 (1) (2001)
121-132.
[11] U. Abel, M. Ivan, X.-M. Zeng, Asymptotic expansion for Szasz-Mirakyan operators, in: Numerical Analysis and Applied
Mathematics, Vol. 936, 2007, pp. 779-782.
[12] C. May, Saturation and inverse theorems for combinations of a class of exponential-type operators, Canad. J. Math 28 (6) (1976)
1224-1250.
[13] G.C.Jain, Approximation of functions by a new class of linear operators, Journal of the Australian Mathematical Society 13 (3)
(1972) 271-276.
[14] O. Agratini, Approximation properties of a class of linear operators, Mathematical Methods in the Applied Science 36 (17) (2013)
2353-2358.
[15] S. Umar, Q. Razi, Approximation of function by a generalized Szasz operators, Communications de la Faculté Des Sciences de
L'Université D’ Ankara: Mathématique 34 (1985) 45-52.
[16] S. Tarabie, On Jain-Beta linear operators, Applied Mathematics & Information Sciences 6 (2) (2012) 213-216.
[17] V. N. Mishra, P. Patel, Some approximation properties of modified Jain-Beta operators, Journal of Calculus of Variations 2013
(2013) 8 pages.
[18] P. Patel, V. N. Mishra, Jain-Baskakov operators and its different generalization, Acta Mathematica Vietnamica, 40(4) (2015)
715-733.



P. G. Patel / Filomat 33:17 (2019), 5477-5488 5488

[19] O. Agratini, On an approximation process of integral type, Applied Mathematics and Computation 236 (2014) 195-201.

[20] A. FARCAS, An approximation property of the generalized Jain’s operators of two variables, Mathematical Sciences And
Applications E-Notes 1 (2) (2013) 158-164.

[21] A. Lupas, The approximation by some positive linear operators, in: Proceedings of the International Dortmund Meeting on
Approximation Theory, Akademie Verlag, Berlin, 1995, pp. 201-229.

[22] P.Patel, V.N. Mishra, On new class of linear and positive operators, Bollettino dell'Unione Matematica Italiana 8 (2) (2015) 81-96.

[23] P. Korovkin, On convergence of linear positive operators in the space of continuous functions, in: Dokl. Akad. Nauk SSSR,
Vol. 90, 1953, pp. 961-964.

[24] R. A. DeVore, G. G. Lorentz, Constructive approximation, Vol. 303, Springer Verlag, 1993.

[25] A.D. Gadzhiev, Theorems of the type of P. P. Korovkin type theorems, Math. Zametki 20 (5) (1976) 781-786, Math Notes 20 (5-6)
(1976) 996-998 (English Translation).



