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#### Abstract

Let $\mathscr{C}$ be an additive category with an involution $*$. Suppose that $\varphi: X \rightarrow X$ is a morphism of $\mathscr{C}$ with core inverse $\varphi^{\boxplus}: X \rightarrow X$ and $\eta: X \rightarrow X$ is a morphism of $\mathscr{C}$ such that $1_{X}+\varphi^{\oplus} \eta$ is invertible. Let $\alpha=$ $\left(1_{X}+\varphi^{\boxplus} \eta\right)^{-1}, \beta=\left(1_{X}+\eta \varphi^{\boxplus}\right)^{-1}, \varepsilon=\left(1_{X}-\varphi \varphi^{\boxplus}\right) \eta \alpha\left(1_{X}-\varphi^{\boxplus} \varphi\right), \gamma=\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \beta^{-1} \varphi \varphi^{\boxplus} \beta, \sigma=\alpha \varphi^{\boxplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\boxplus}\right) \beta$, $\delta=\beta^{*}\left(\varphi^{\oplus}\right)^{*} \eta^{*}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta$. Then $f=\varphi+\eta-\varepsilon$ has a core inverse if and only if $1_{X}-\gamma, 1_{X}-\sigma$ and $1_{X}-\delta$ are invertible. Moreover, the expression of the core inverse of $f$ is presented. Let $R$ be a unital *-ring and $J(R)$ its Jacobson radical, if $a \in R^{\oplus}$ with core inverse $a^{\oplus}$ and $j \in J(R)$, then $a+j \in R^{\oplus}$ if and only if $\left(1-a a^{\oplus}\right) j\left(1+a^{\oplus} j\right)^{-1}\left(1-a^{\oplus} a\right)=0$. We also give the similar results for the dual core inverse.


## 1. Introduction

Let $\mathscr{C}$ be an additive category with an involution *. (See, for example, [8, p. 131].) Let $\varphi: X \rightarrow Y$ and $\chi: Y \rightarrow X$ be morphisms of $\mathscr{C}$. Consider the following four equations:

$$
\text { (1) } \varphi \chi \varphi=\varphi, \quad \text { (2) } \chi \varphi \chi=\chi, \quad \text { (3) }(\varphi \chi)^{*}=\varphi \chi \text {, (4) }(\chi \varphi)^{*}=\chi \varphi \text {. }
$$

Let $\varphi\{i, j, \cdots, l\}$ denote the set of morphisms $\chi$ which satisfy equations $(i),(j), \cdots,(l)$ from among equations (1)-(4). If $\varphi\{i, j, \cdots, l\} \neq \emptyset$, then $\varphi$ is called $\{i, j, \cdots, l\}$-invertible. A morphism $\chi \in \varphi\{i, j, \cdots, l\}$ is called an $\{i, j, \cdots, l\}$-inverse of $\varphi$ and denoted by $\varphi^{(i, j, \cdots, l)}$. A $\{1\}$-inverse is called a von Neumann regular inverse or inner inverse. If a morphism $\chi \in \varphi\{1,2,3,4\}$, then it is called the Moore-Penrose inverse of $\varphi$. If such $\chi$ exists, then it is unique and denoted by $\varphi^{\dagger}$. If $X=Y, \chi \in \varphi\{1,2\}$ and $\varphi \chi=\chi \varphi$, then $\chi$ is called the group inverse of $\varphi$. If such $\chi$ exists, then it is unique and denoted by $\varphi^{\#}$. A morphism $\varphi: X \rightarrow X$ is said to be Hermitian if $\varphi^{*}=\varphi$.

Recall that a unital ring $R$ is said to be a unital $*$-ring if it has an involution provided that there is an anti-isomorphism $*$ such that $\left(a^{*}\right)^{*}=a,(a+b)^{*}=a^{*}+b^{*}$ and $(a b)^{*}=b^{*} a^{*}$ for all $a, b \in R$. In 2010, Baksalary and Trenkler introduced the core inverse of a complex matrix in [1]. Rakić et al. [11] generalized core inverses

[^0]of a complex matrix to the case of an element in a ring with an involution $*$. An element $x \in R$ is said to be a core inverse of $a$ if it satisfies
$$
a x a=a, x R=a R, R x=R a^{*}
$$
such an element $x$ is unique if it exists and denoted by $a^{\oplus}$. And they also showed that $a^{\oplus}$ exists if and only if there exists $x \in R$ such that
$$
a x a=a, x a x=x,(a x)^{*}=a x, a x^{2}=x, x a^{2}=a .
$$

In this case, $x=a^{\oplus}$. There is a dual concept of core inverses which is called dual core inverses. The symbols $R^{-1}, R^{\dagger}, R^{\#}, R^{\{i, j, \cdots, l\}}, R^{\oplus}$ and $R_{\oplus}$ denote the set of all invertible, Moore-Penrose invertible, group invertible, $\{i, j, \cdots, l\}$-invertible, core invertible and dual core invertible elements in $R$, respectively.

Hence one can define the notion of the core and dual core inverse in an additive category. Let $\mathscr{C}$ be an additive category with an involution and $\varphi: X \rightarrow X$ a morphism of $\mathscr{C}$. If there is a morphism $\chi: X \rightarrow X$ satisfying

$$
\varphi \chi \varphi=\varphi, \chi \varphi \chi=\chi,(\varphi \chi)^{*}=\varphi \chi, \varphi \chi^{2}=\chi, \chi \varphi^{2}=\varphi,
$$

then $\varphi$ is core invertible and $\chi$ is called the core inverse of $\varphi$. If such $\chi$ exists, then it is unique and denoted by $\varphi^{\oplus}$. And the dual core inverse can be given dually.

Group inverses and Moore-Penrose inverses of morphisms were investigated some years ago. (See, [7]-[9].) In [4], Huylebrouck and Puystjens gave a necessary and sufficient condition for the von Neumann regularity, Moore-Penrose invertibility and group invertibility of $a+j$ in a ring $R$ with identity, where $a$ is a von Neumann regular element of $R$ and $j$ is an element of the Jacobson radical of $R$. In [3], Huylebrouck generalized these results to an additive category $\mathscr{C}$ under some sufficient conditions. In [14], You and Chen proved these sufficient conditions were also necessary which completed Huylebrouck's results. In this paper, we give the necessary and sufficient conditions for the existence of core inverses and dual core inverses for $f=\varphi+\eta-\varepsilon$. The core and dual core invertibility of $a+j$ is also considered in this paper, where $a$ is a core invertible element of $R$ and $j$ is an element of the Jacobson radical of $R$.

Before investigate the core inverse of a sum of morphisms, some auxiliary results should be presented.
Lemma 1.1. [2, p. 201] Let $a \in R$, we have the following results:
(1) $a$ is $\{1,3\}$-invertible with $\{1,3\}$-inverse $x$ if and only if $x^{*} a^{*} a=a$;
(2) $a$ is $\{1,4\}$-invertible with $\{1,4\}$-inverse $y$ if and only if aa $a^{*}=a$.

Lemma 1.2. [2, Proposition 7] Let $a \in R, a \in R^{\#}$ if and only if $a=a^{2} x=y a^{2}$ for some $x, y \in R$. In this case, $a^{\#}=y a x=y^{2} a=a x^{2}$.

Lemma 1.3. [13, Theorem 2.6 and 2.8] Let $a \in R$, we have the following results:
(1) $a \in R^{\oplus}$ if and only if $a \in R^{\#} \cap R^{\{1,3\}}$. In this case, $a^{\oplus}=a^{\#} a a^{(1,3)}$.
(2) $a \in R_{\oplus}$ if and only if $a \in R^{\#} \cap R^{\{1,4\}}$. In this case, $a_{\oplus}=a^{(1,4)} a a^{\#}$.

Lemma 1.4. [5, Theorem 3.4] Let $a \in R$. The following conditions are equivalent:
(1) $a \in R^{\oplus}$;
(2) there exists a unique projection $p$ such that $p a=0, u=a+p \in R^{-1}$;
(3) there exists a Hermitian element $p$ such that $p a=0, u=a+p \in R^{-1}$.

In this case,

$$
a^{\oplus}=u^{-1} a u^{-1}=\left(u^{*} u\right)^{-1} a^{*} .
$$

It should be pointed out, the above lemmas are valid in an additive category with an involution *.
Lemma 1.5. [3, Proposition 1] Let $\mathscr{C}$ be an additive category. Suppose that $\varphi: X \rightarrow Y$ is a morphism of $\mathscr{C}$ with $\{1,2\}$-inverse $\varphi^{(1,2)}$ and $\eta: X \rightarrow Y$ is a morphism of $\mathscr{C}$ such that $1_{X}+\varphi^{(1,2)} \eta$ is invertible. Let

$$
\varepsilon=\left(1_{Y}-\varphi \varphi^{(1,2)}\right) \eta\left(1_{X}+\varphi^{(1,2)} \eta\right)^{-1}\left(1_{X}-\varphi^{(1,2)} \varphi\right)
$$

then $f=\varphi+\eta-\varepsilon$ has a $\{1\}$-inverse and $\left(1_{X}+\varphi^{(1,2)} \eta\right)^{-1} \varphi^{(1,2)} \in f\{1,2\}$. Moreover, if $\tau \in(\varphi+\eta)\{1\}$, then we have $\tau \in \varepsilon\{1\}$.

## 2. Core and Dual Core Inverses of a Sum of Morphisms

Let $\mathscr{C}$ be an additive category with an involution *. Suppose that both $\varphi: X \rightarrow Y$ and $\eta: X \rightarrow Y$ are morphisms of $\mathscr{C}$. We use the following notations:

$$
\begin{aligned}
\alpha & =\left(1_{X}+\varphi^{\tau} \eta\right)^{-1}, \\
\beta & =\left(1_{Y}+\eta \varphi^{\tau}\right)^{-1}, \\
\varepsilon & =\left(1_{Y}-\varphi \varphi^{\tau}\right) \eta \alpha\left(1_{X}-\varphi^{\tau} \varphi\right), \\
\gamma & =\alpha\left(1_{X}-\varphi^{\tau} \varphi\right) \eta \varphi^{\tau} \beta, \\
\delta & =\alpha \varphi^{\tau} \eta\left(1_{Y}-\varphi \varphi^{\tau}\right) \beta, \\
\lambda & =\alpha\left(1_{X}-\varphi^{\tau} \varphi\right) \eta^{*}\left(\varphi^{\tau}\right)^{*} \alpha^{*}, \\
\mu & =\beta^{*}\left(\varphi^{\tau}\right)^{*} \eta^{*}\left(1_{Y}-\varphi \varphi^{\tau}\right) \beta,
\end{aligned}
$$

where $\tau \in\{\#,(1,2,3),(1,2,4), \dagger\}$.
In 2001, You and Chen [14] gave the group inverse, $\{1,2,4\}$-inverse, $\{1,2,3\}$-inverse and Moore-Penrose inverse of a sum of morphisms in an additive category, respectively. The results are as follows.
(I) [14, Proposition 1] Let $X=Y$ and $\tau=\#$. If $\varphi$ is group invertible with group inverse $\varphi^{\#}: X \rightarrow X$ and $1_{X}+\varphi^{\#} \eta$ is invertible, then the following conditions are equivalent:
(i) $f=\varphi+\eta-\varepsilon$ has a group inverse;
(ii) $1_{X}-\gamma$ and $1_{X}-\delta$ are invertible;
(iii) $1_{X}-\gamma$ is left invertible and $1_{X}-\delta$ is right invertible.

In this case,

$$
\begin{aligned}
& f^{\#}=\left(1_{X}-\gamma\right)^{-1} \alpha \varphi^{\#}\left(1_{X}-\delta\right)^{-1} \\
& \left(1_{X}-\gamma\right)^{-1}=1_{X}-\varphi^{\#} \varphi+f^{\#} f \varphi^{\#} \varphi \\
& \left(1_{X}-\delta\right)^{-1}=1_{X}-\varphi \varphi^{\#}+\varphi \varphi^{\#} f f^{\#}
\end{aligned}
$$

(II) [14, Proposition 2] Let $\tau=(1,2,4)$. If $\varphi$ is $\{1,2,4\}$-invertible with $\{1,2,4\}$-inverse $\varphi^{(1,2,4)}: Y \rightarrow X$ and $1_{X}+\varphi^{(1,2,4)} \eta$ is invertible, then the following conditions are equivalent:
(i) $f=\varphi+\eta-\varepsilon$ is $\{1,2,4\}$-invertible;
(ii) $1_{X}-\lambda$ is invertible;
(iii) $1_{X}-\lambda$ is left invertible.

In this case,

$$
\begin{aligned}
& \left(1_{X}-\lambda\right)^{-1} \alpha \varphi^{(1,2,4)} \in f\{1,2,4\} \\
& \left(1_{X}-\lambda\right)^{-1}=1_{X}-\varphi^{(1,2,4)} \varphi+f^{(1,2,4)} f \varphi^{(1,2,4)} \varphi
\end{aligned}
$$

(III) [14, Proposition 3] Let $\tau=(1,2,3)$. If $\varphi$ is $\{1,2,3\}$-invertible with $\{1,2,3\}$-inverse $\varphi^{(1,2,3)}: Y \rightarrow X$ and $1_{X}+\varphi^{(1,2,3)} \eta$ is invertible, then the following conditions are equivalent:
(i) $f=\varphi+\eta-\varepsilon$ is $\{1,2,3\}$-invertible;
(ii) $1_{Y}-\mu$ is invertible;
(iii) $1_{Y}-\mu$ is right invertible.

In this case,

$$
\begin{aligned}
& \varphi^{(1,2,3)} \beta\left(1_{Y}-\mu\right)^{-1} \in f\{1,2,3\} \\
& \left(1_{Y}-\mu\right)^{-1}=1_{Y}-\varphi \varphi^{(1,2,3)}+\varphi \varphi^{(1,2,3)} f f^{(1,2,3)}
\end{aligned}
$$

(IV) [14, Proposition 4] Let $\tau=\dagger$. If $\varphi$ is Moore-Penrose invertible with Moore-Penrose inverse $\varphi^{\dagger}: Y \rightarrow X$ and $1_{X}+\varphi^{\dagger} \eta$ is invertible, then the following conditions are equivalent:
(i) $f=\varphi+\eta-\varepsilon$ has an Moore-Penrose inverse;
(ii) $1_{X}-\lambda$ and $1_{Y}-\mu$ are invertible;
(iii) $1_{X}-\lambda$ is left invertible and $1_{Y}-\mu$ is right invertible.

In this case,

$$
\begin{aligned}
& f^{\dagger}=\left(1_{X}-\lambda\right)^{-1} \alpha \varphi^{+}\left(1_{Y}-\mu\right)^{-1}, \\
& \left(1_{X}-\lambda\right)^{-1}=1_{X}-\varphi^{+} \varphi+f^{+} f \varphi^{+} \varphi, \\
& \left(1_{X}-\mu\right)^{-1}=1_{Y}-\varphi \varphi^{+}+\varphi \varphi^{+} f f^{+} .
\end{aligned}
$$

Inspired by the above results, we investigate similar results for core inverses and dual core inverses in an additive category with an involution $*$. It should be pointed out, the above notations are no longer used below.

Theorem 2.1. Let $\mathscr{C}$ be an additive category with an involution $*$. Suppose that $\varphi: X \rightarrow X$ is a morphism of $\mathscr{C}$ with core inverse $\varphi^{\oplus}$ and $\eta: X \rightarrow X$ is a morphism of $\mathscr{C}$ such that $1_{X}+\varphi^{\oplus} \eta$ is invertible. Let

$$
\begin{aligned}
\alpha & =\left(1_{X}+\varphi^{\oplus} \eta\right)^{-1}, \\
\beta & =\left(1_{X}+\eta \varphi^{\oplus}\right)^{-1}, \\
\varepsilon & =\left(1_{X}-\varphi \varphi^{\oplus}\right) \eta \alpha\left(1_{X}-\varphi^{\oplus} \varphi\right), \\
\gamma & =\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \beta^{-1} \varphi \varphi^{\oplus} \beta, \\
\sigma & =\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta, \\
\delta & =\beta^{*}\left(\varphi^{\oplus}\right)^{*} \eta^{*}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta .
\end{aligned}
$$

Then the following conditions are equivalent:
(i) $f=\varphi+\eta-\varepsilon$ has a core inverse;
(ii) $1_{X}-\gamma, 1_{X}-\sigma$ and $1_{X}-\delta$ are invertible;
(iii) $1_{X}-\gamma$ is left invertible, both $1_{X}-\sigma$ and $1_{X}-\delta$ are right invertible.

In this case,

$$
\begin{aligned}
& f^{\boxplus}=\left(1_{X}-\gamma\right)^{-1} \alpha \varphi^{\oplus}\left(1_{X}-\delta\right)^{-1}, \\
& \left(1_{X}-\gamma\right)^{-1}=1_{X}-\varphi \varphi^{\boxplus}+f^{\oplus} f \varphi \varphi^{\oplus}, \\
& \left(1_{X}-\sigma\right)^{-1}=1_{X}-\varphi \varphi^{\oplus}+\varphi \varphi^{\oplus} f^{\oplus} f \\
& \left(1_{X}-\delta\right)^{-1}=1_{X}-\varphi \varphi^{\oplus}+\varphi \varphi^{\oplus} f f^{\oplus} .
\end{aligned}
$$

Proof. While the method of this proof is similar to You and Chen's (see [14]), there is still enough different about them.

By Lemma 1.5, $\left(1_{X}+\varphi^{\oplus} \eta\right)^{-1} \varphi^{\oplus} \in f\{1,2\}$.
Let $f_{0}=\left(1_{X}+\varphi^{\oplus} \eta\right)^{-1} \varphi^{\oplus}=\alpha \varphi^{\oplus}=\varphi^{\oplus} \beta$, then

$$
\varphi^{\oplus} f=\varphi^{\oplus}(\varphi+\eta-\varepsilon)=\varphi^{\oplus} \varphi+\varphi^{\oplus} \eta=\varphi^{\oplus} \varphi\left(1_{X}+\varphi^{\oplus} \eta\right)=\varphi^{\oplus} \varphi \alpha^{-1}
$$

and $f \varphi^{\oplus}=\beta^{-1} \varphi \varphi^{\oplus}$. So $f_{0} f=\alpha \varphi^{\oplus} f=\alpha \varphi^{\oplus} \varphi \alpha^{-1}$, and

$$
\begin{aligned}
1_{X}-f_{0} f & =1_{X}-\alpha \varphi^{\oplus} \varphi \alpha^{-1}=\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \alpha^{-1} \\
& =\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right)\left(1_{X}+\varphi^{\oplus} \eta\right)=\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) .
\end{aligned}
$$

Similarly, we have $f f_{0}=\beta^{-1} \varphi \varphi^{\oplus} \beta$ and $1_{X}-f f_{0}=\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta$.
Further,

$$
\left(1_{X}-f_{0} f\right) f f_{0}=\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \beta^{-1} \varphi \varphi^{\oplus} \beta=\gamma
$$

$$
\begin{aligned}
f_{0} f\left(1_{X}-f f_{0}\right)= & \alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta=\sigma, \\
\left(f f_{0}\right)^{*}\left(1_{X}-f f_{0}\right) & =\left(\beta^{-1} \varphi \varphi^{\oplus} \beta\right)^{*}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta \\
& =\beta^{*} \varphi \varphi^{\oplus}\left(\beta^{-1}\right)^{*}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta \\
& =\beta^{*}\left[\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta^{-1} \varphi \varphi^{\oplus}\right]^{*} \beta \\
& =\beta^{*}\left[\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}+\eta \varphi^{\oplus}\right) \varphi \varphi^{\oplus}\right]^{*} \beta \\
& =\beta^{*}\left[\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(\varphi \varphi^{\oplus}+\eta \varphi^{\oplus}\right)\right]^{*} \beta \\
& =\beta^{*}\left[\left(1_{X}-\varphi \varphi^{\oplus}\right) \eta \varphi^{\oplus}\right]^{*} \beta \\
& =\delta .
\end{aligned}
$$

Therefore, we obtain

$$
f \gamma=0, \quad \sigma f=0, \quad \delta f=0
$$

moreover,

$$
\begin{aligned}
f_{0} f^{2} & =f-f+f_{0} f^{2}=f-\left(1_{X}-f_{0} f\right) f \\
& =\left[1_{X}-\left(1_{X}-f_{0} f\right) f f_{0}\right] f=\left(1_{X}-\gamma\right) f \\
f^{2} f_{0} & =f-f+f^{2} f_{0}=f-f\left(1_{X}-f f_{0}\right) \\
& =f\left[1_{X}-f_{0} f\left(1_{X}-f f_{0}\right)\right]=f\left(1_{X}-\sigma\right) \\
f^{*} f f_{0} & =f^{*}-f^{*}+f^{*} f f_{0}=f^{*}-f^{*}\left(1_{X}-f f_{0}\right) \\
& =f^{*}\left[1_{X}-\left(f f_{0}\right)^{*}\left(1_{X}-f f_{0}\right)\right]=f^{*}\left(1_{X}-\delta\right)
\end{aligned}
$$

Now we are ready to show the equivalence of three conditions.
$(i) \Rightarrow(i i)$. The first step is to show that $1_{X}-\varphi \varphi^{\oplus}+f^{\oplus} f \varphi \varphi^{\oplus}$ is the inverse of $1_{X}-\gamma$.

## Note that

$$
\begin{aligned}
\left(1_{X}-\gamma\right) f^{\oplus} f & =\left(1_{X}-\gamma\right) f f^{\oplus} f^{\oplus} f=f_{0} f^{2} f^{\oplus} f^{\oplus} f=f_{0} f \\
& =\alpha \varphi^{\oplus} \varphi \alpha^{-1}=\alpha \varphi^{\oplus} \varphi\left(1_{X}+\varphi^{\oplus} \eta\right)=\alpha\left(\varphi^{\oplus} \varphi+\varphi^{\oplus} \eta\right) \\
& =\alpha\left(1_{X}+\varphi^{\oplus} \eta+\varphi^{\oplus} \varphi-1_{X}\right)=\alpha\left(\alpha^{-1}+\varphi^{\oplus} \varphi-1_{X}\right) \\
& =1_{X}+\alpha\left(\varphi^{\oplus} \varphi-1_{X}\right) .
\end{aligned}
$$

Post-multiplication $\varphi \varphi^{\oplus}$ on the equality above yields

$$
\left(1_{X}-\gamma\right) f^{\oplus} f \varphi \varphi^{\oplus}=\varphi \varphi^{\oplus}
$$

As

$$
\begin{aligned}
\gamma\left(1_{X}-\varphi \varphi^{\oplus}\right) & =\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \beta^{-1} \varphi \varphi^{\boxplus} \beta\left(1_{X}-\varphi \varphi^{\oplus}\right) \\
& =\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \beta^{-1} \varphi \alpha \varphi^{\boxplus}\left(1_{X}-\varphi \varphi^{\oplus}\right) \\
& =0,
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& \left(1_{X}-\gamma\right)\left(1_{X}-\varphi \varphi^{\oplus}+f^{\oplus} f \varphi \varphi^{\oplus}\right) \\
= & 1_{X}-\varphi \varphi^{\oplus}-\gamma\left(1_{X}-\varphi \varphi^{\oplus}\right)+\left(1_{X}-\gamma\right) f^{\oplus} f \varphi \varphi^{\oplus} \\
= & 1_{X}-\varphi \varphi^{\oplus}-0+\varphi \varphi^{\oplus} \\
= & 1_{X} .
\end{aligned}
$$

So $1_{X}-\varphi \varphi^{\oplus}+f^{\oplus} f \varphi \varphi^{\oplus}$ is the right inverse of $1_{X}-\gamma$. Next, we prove that $1_{X}-\varphi \varphi^{\oplus}+f^{\oplus} f \varphi \varphi^{\oplus}$ is also the left inverse of $1_{X}-\gamma$.
Note that

$$
\begin{aligned}
\gamma & =\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \beta^{-1} \varphi \varphi^{\oplus} \beta \\
& =\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right)\left(1_{X}+\eta \varphi^{\boxplus}\right) \varphi \varphi^{\oplus} \beta \\
& =\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right)\left(\varphi \varphi^{\oplus}+\eta \varphi^{\oplus}\right) \beta \\
& =\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta,
\end{aligned}
$$

$1_{X}-\varphi^{\oplus} \eta \alpha=\alpha$ and $1_{X}-\eta \varphi^{\oplus} \beta=\beta$, thus we have

$$
\begin{aligned}
\varphi \varphi^{\oplus} \gamma & =\varphi \varphi^{\oplus} \alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta \\
& =\varphi \varphi^{\oplus}\left(1_{X}-\varphi^{\oplus} \eta \alpha\right)\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta \\
& =\varphi \varphi^{\oplus}\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta-\varphi^{\oplus} \eta \alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta \\
& =\varphi \varphi^{\oplus}\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta+\left(\alpha-1_{X}\right)\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta \\
& =\varphi \varphi^{\oplus}\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta+\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta-\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta \\
& =\alpha\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta-\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-\varphi^{\oplus} \varphi\right) \eta \varphi^{\oplus} \beta \\
& =\gamma-\left(1_{X}-\varphi \varphi^{\oplus}\right) \eta \varphi^{\oplus} \beta \\
& =\gamma-\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-\beta\right) .
\end{aligned}
$$

So $\left(1_{X}-\varphi \varphi^{\oplus}\right) \gamma=\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-\beta\right)$, which implies

$$
\left(1_{X}-\varphi \varphi^{\circledast}\right)\left(1_{X}-\gamma\right)=\left(1_{X}-\varphi \varphi^{\circledast}\right) \beta
$$

Furthermore,

$$
\begin{aligned}
f^{\oplus} f \varphi \varphi^{\oplus} \gamma & =f^{\oplus} f\left[\gamma-\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-\beta\right)\right] \\
& =f^{\oplus} f \gamma-f^{\oplus} f\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-\beta\right), \\
& =-f^{\oplus} f\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-\beta\right) .
\end{aligned}
$$

In addition,

$$
\begin{aligned}
& 1_{X}-\varphi \varphi^{\oplus}+f^{\oplus} f \varphi \varphi^{\oplus} \\
= & 1_{X}+\eta \varphi^{\oplus}-f \varphi^{\oplus}+f^{\oplus} f \varphi \varphi^{\oplus} \\
= & 1_{X}+\eta \varphi^{\oplus}-f^{\oplus} f\left(f \varphi^{\oplus}-\varphi \varphi^{\oplus}\right) \\
= & 1_{X}+\eta \varphi^{\oplus}-f^{\oplus} f \eta \varphi^{\oplus} \\
= & f^{\oplus} f+\left(1_{X}-f^{\oplus} f\right)\left(1_{X}+\eta \varphi^{\oplus}\right) \\
= & f^{\oplus} f+\left(1_{X}-f^{\oplus} f\right) \beta^{-1} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \left(1_{X}-\varphi \varphi^{\oplus}+f^{\oplus} f \varphi \varphi^{\oplus}\right)\left(1_{X}-\gamma\right) \\
= & \left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-\gamma\right)+f^{\oplus} f \varphi \varphi^{\oplus}-f^{\oplus} f \varphi \varphi^{\oplus} \gamma \\
= & \left(1_{X}-\varphi \varphi^{\oplus}\right) \beta+f^{\oplus} f \varphi \varphi^{\oplus}+f^{\oplus} f\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-\beta\right) \\
= & \left(1_{X}-\varphi \varphi^{\oplus}\right) \beta+f^{\oplus} f \varphi \varphi^{\oplus}+f^{\oplus} f\left(1_{X}-\beta\right)-f^{\oplus} f \varphi \varphi^{\oplus}+f^{\oplus} f \varphi \varphi^{\oplus} \beta \\
= & f^{\oplus} f\left(1_{X}-\beta\right)+\left(1_{X}-\varphi \varphi^{\oplus}+f^{\oplus} f \varphi \varphi^{\oplus}\right) \beta \\
= & f^{\oplus} f\left(1_{X}-\beta\right)+\left[f^{\oplus} f+\left(1_{X}-f^{\oplus} f\right) \beta^{-1}\right] \beta \\
= & f^{\oplus} f-f^{\oplus} f \beta+f^{\oplus} f \beta+1_{X}-f^{\oplus} f \\
= & 1_{X} .
\end{aligned}
$$

Hence $1_{X}-\gamma$ is invertible with inverse $\left(1_{X}-\gamma\right)^{-1}=1_{X}-\varphi \varphi^{\oplus}+f^{\boxplus} f \varphi \varphi^{\oplus}$.
The second step is to prove that $1_{X}-\varphi \varphi^{\oplus}+\varphi \varphi^{\oplus} f^{\oplus} f$ is the inverse of $1_{X}-\sigma$. On the one hand,

$$
\begin{aligned}
f^{\circledast} f\left(1_{X}-\sigma\right) & =f^{\circledast} f^{2} f_{0}=f f_{0}=\beta^{-1} \varphi \varphi^{\boxplus} \beta=\left(1_{X}+\eta \varphi^{\oplus}\right) \varphi \varphi^{\circledast} \beta \\
& =\left(\varphi \varphi^{\oplus}+\eta \varphi^{\oplus}\right) \beta=\left(1_{X}+\eta \varphi^{\oplus}+\varphi \varphi^{\oplus}-1_{X}\right) \beta \\
& =1_{X}+\left(\varphi \varphi^{\oplus}-1_{X}\right) \beta .
\end{aligned}
$$

Pre-multiplication $\varphi \varphi^{\oplus}$ on the equality above yields

$$
\varphi \varphi^{\boxplus} f^{\boxplus} f\left(1_{X}-\sigma\right)=\varphi \varphi^{\boxplus} .
$$

## And because

$$
\begin{aligned}
\left(1_{X}-\varphi \varphi^{\oplus}\right) \sigma & =\left(1_{X}-\varphi \varphi^{\oplus}\right) \alpha \varphi \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta \\
& =\left(1_{X}-\varphi \varphi^{\oplus}\right) \varphi^{\oplus} \beta \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta \\
& =0,
\end{aligned}
$$

we have

$$
\begin{aligned}
& \left(1_{X}-\varphi \varphi^{\oplus}+\varphi \varphi^{\oplus} f^{\oplus} f\right)\left(1_{X}-\sigma\right) \\
= & \left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-\sigma\right)+\varphi \varphi^{\oplus} f^{\oplus} f\left(1_{X}-\sigma\right) \\
= & 1_{X}-\varphi \varphi^{\oplus}+\varphi \varphi^{\oplus} \\
= & 1_{X} .
\end{aligned}
$$

On the other hand, as $1_{X}-\beta \eta \varphi^{\oplus}=\beta$, we obtain

$$
\begin{aligned}
\sigma \varphi \varphi^{\oplus} & =\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta \varphi \varphi^{\oplus} \\
& =\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-\beta \eta \varphi^{\oplus}\right) \varphi \varphi^{\oplus} \\
& =\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) \varphi \varphi^{\oplus}-\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta \eta \varphi^{\oplus} \varphi \varphi^{\oplus} \\
& =-\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta \eta \varphi^{\oplus} \\
& =-\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-\beta\right) \\
& =\sigma-\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) .
\end{aligned}
$$

Thus we have

$$
\sigma\left(1_{X}-\varphi \varphi^{\oplus}\right)=\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right),
$$

and

$$
\begin{aligned}
\sigma \varphi \varphi^{\oplus} f^{\oplus} f & =\left[\sigma-\alpha \varphi \oplus \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right)\right] f^{\oplus} f \\
& =\sigma f^{\oplus} f-\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) f^{\oplus} f \\
& =\sigma f f^{\oplus} f^{\oplus} f-\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) f^{\oplus} f \\
& =-\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) f^{\oplus} f .
\end{aligned}
$$

In addition,

$$
\begin{aligned}
& \varphi \varphi^{\oplus}+\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right) \\
= & \varphi \varphi^{\oplus}+\alpha \varphi^{\oplus} \varphi\left(1_{X}+\varphi^{\oplus} \eta\right)\left(1_{X}-\varphi \varphi^{\oplus}\right) \\
= & \alpha\left[\alpha^{-1} \varphi \varphi^{\oplus}+\varphi^{\oplus} \varphi\left(1_{X}+\varphi^{\oplus} \eta\right)\left(1_{X}-\varphi \varphi^{\oplus}\right)\right] \\
= & \alpha\left[\left(1_{X}+\varphi^{\oplus} \eta\right) \varphi \varphi^{\oplus}+\left(\varphi^{\oplus} \varphi+\varphi^{\oplus} \eta\right)\left(1_{X}-\varphi \varphi^{\oplus}\right)\right] \\
= & \alpha\left[\left(1_{X}+\varphi^{\oplus} \eta\right) \varphi \varphi^{\oplus}+\varphi^{\oplus} \varphi+\varphi^{\oplus} \eta-\left(\varphi^{\oplus} \varphi+\varphi^{\oplus} \eta\right) \varphi \varphi^{\oplus}\right] \\
= & \alpha\left[\varphi^{\oplus} \varphi+\varphi^{\oplus} \eta+\left(1_{X}+\varphi^{\oplus} \eta-\varphi^{\oplus} \varphi-\varphi^{\oplus} \eta\right) \varphi \varphi^{\oplus}\right] \\
= & \alpha\left(\varphi^{\oplus} \varphi+\varphi^{\oplus} \eta\right) \\
= & \alpha \varphi^{\oplus} f .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \left(1_{X}-\sigma\right)\left(1_{X}-\varphi \varphi^{\oplus}+\varphi \varphi^{\oplus} f^{\oplus} f\right) \\
& =\left(1_{X}-\sigma\right)\left(1_{X}-\varphi \varphi^{\oplus}\right)+\left(1_{X}-\sigma\right) \varphi \varphi^{\oplus} f f^{\oplus} f \\
& =1_{X}-\varphi \varphi^{\oplus}-\sigma\left(1_{X}-\varphi \varphi^{\oplus}\right)+\varphi \varphi^{\oplus} f^{\oplus} f-\sigma \varphi \varphi^{\oplus} f^{\boxplus} f \\
& =1_{X}-\varphi \varphi^{\boxplus}-\alpha \varphi^{\boxplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right)+\varphi \varphi^{\boxplus} f^{\boxplus} f+\alpha \varphi^{\boxplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\boxplus}\right) f^{\oplus} f \\
& =1_{X}-\varphi \varphi^{\oplus}+\varphi \varphi^{\oplus} f^{\oplus} f-\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-f^{\oplus} f\right) \\
& =1_{X}-\varphi \varphi^{\oplus}\left(1_{X}-f^{\oplus} f\right)-\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right)\left(1_{X}-f^{\oplus} f\right) \\
& =1_{X}-\left[\varphi \varphi^{\oplus}+\alpha \varphi^{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi^{\oplus}\right)\right]\left(1_{X}-f^{\oplus} f\right) \\
& =1_{X}-\alpha \varphi^{\boxplus} f\left(1_{X}-f^{\circledast} f\right) \\
& =1_{X} \text {. }
\end{aligned}
$$

Thus $1_{X}-\sigma$ is invertible with inverse $\left(1_{X}-\sigma\right)^{-1}=1_{X}-\varphi \varphi^{\oplus}+\varphi \varphi^{\oplus} f^{\oplus} f$.
In the end, $1_{X}-\delta$ is invertible with inverse $\left(1_{X}-\delta\right)^{-1}=1_{X}-\varphi \varphi^{\boxplus}+\varphi \varphi^{\boxplus} f f^{\boxplus}$ can be deduced immediately by [14, Proposition 3] and the fact that the core inverse is a $\{1,2,3\}$-inverse.
(ii) $\Rightarrow$ (iii). Obviously.
(iii) $\Rightarrow$ (i). Assume that $\omega$ is the left inverse of $1_{X}-\gamma . v$ and $\lambda$ are the right inverses of $1_{X}-\delta$ and $1_{X}-\sigma$, respectively. Then we have

$$
\begin{align*}
& f=\omega\left(1_{X}-\gamma\right) f=\omega f_{0} f^{2}  \tag{1}\\
& f=f\left(1_{X}-\sigma\right) \lambda=f^{2} f_{0} \lambda \tag{2}
\end{align*}
$$

and

$$
\begin{equation*}
f=\left(f^{*}\right)^{*}=\left(f^{*}\left(1_{X}-\delta\right) v\right)^{*}=\left(f^{*} f f_{0} v\right)^{*}=v^{*} f_{0}^{*} f^{*} f \tag{3}
\end{equation*}
$$

By Lemma 1.2, equalities (1) and (2) tell us that $f$ is group invertible with group inverse $f^{\#}=\omega f_{0} f f_{0} \lambda=\omega f_{0} \lambda$. And by Lemma 1.1, equality (3) shows that $f$ is $\{1,3\}$-invertible with $f_{0} v \in f\{1,3\}$. Hence, $f$ is core invertible by Lemma 1.3. Moreover,

$$
f^{\circledast}=f^{\#} f f^{(1,3)}=\omega f_{0} \lambda f f_{0} v .
$$

From $(i) \Rightarrow$ (ii), we know that $1_{X}-\gamma, 1_{X}-\sigma$ and $1_{X}-\delta$ are invertible with inverse $\omega=\left(1_{X}-\gamma\right)^{-1}$, $\lambda=\left(1_{X}-\sigma\right)^{-1}$ and $v=\left(1_{X}-\delta\right)^{-1}$, respectively. As $\sigma f=0$, we have $\left(1_{X}-\sigma\right) f=f$, that is to say $f=\left(1_{X}-\sigma\right)^{-1} f=\lambda f$. Therefore,

$$
f^{\oplus}=\omega f_{0} \lambda f f_{0} v=\omega f_{0} f f_{0} v=\omega f_{0} v=\left(1_{X}-\gamma\right)^{-1} \alpha \varphi^{\oplus}\left(1_{X}-\delta\right)^{-1} .
$$

Remark 2.2. If the conditions as in Theorem 2.1 hold, and if $1_{X}-\delta$ is invertible, then $f f_{0}$ is core invertible with $\left(f f_{0}\right)^{\oplus}=f f_{0}\left(1_{X}-\delta\right)^{-1}$.

Proof. Since $1_{X}-f f_{0}=\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta$,

$$
\begin{aligned}
1_{X}-\delta-f f_{0} & =\left(1_{X}-f f_{0}\right)-\delta \\
& =\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta-\beta^{*}\left(\varphi^{\oplus}\right)^{*} \eta^{*}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta \\
& =\left(1_{X}-\eta \varphi^{\oplus} \beta\right)^{*}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta \\
& =\beta^{*}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta .
\end{aligned}
$$

Set $q=\beta^{*}\left(1_{X}-\varphi \varphi^{\oplus}\right) \beta=1_{X}-\delta-f f_{0}$, then $q=q^{*}, q f f_{0}=0$ and $q+f f_{0}=1_{X}-\delta$ is invertible. Thus $f f_{0}$ is core invertible and $\left(f f_{0}\right)^{\oplus}=\left(1_{X}-\delta\right)^{-1} f f_{0}\left(1_{X}-\delta\right)^{-1}$ by Lemma 1.4. Since $\delta f=0,\left(1_{X}-\delta\right) f=f$, which implies $f=\left(1_{X}-\delta\right)^{-1} f$. Hence

$$
\left(f f_{0}\right)^{\oplus}=\left(1_{X}-\delta\right)^{-1} f f_{0}\left(1_{X}-\delta\right)^{-1}=f f_{0}\left(1_{X}-\delta\right)^{-1}
$$

There is a result for the dual core inverse, which corresponds to Theorem 2.1, as follows.
Theorem 2.3. Let $\mathscr{C}$ be an additive category with an involution *. Suppose that $\varphi: X \rightarrow X$ is a morphism of $\mathscr{C}$ with dual core inverse $\varphi_{\oplus}: X \rightarrow X$ and $\eta: X \rightarrow X$ is a morphism of $\mathscr{C}$ such that $1_{X}+\varphi_{\oplus} \eta$ is invertible. Let

$$
\begin{aligned}
& \alpha=\left(1_{X}+\varphi_{\oplus} \eta\right)^{-1}, \\
& \beta=\left(1_{X}+\eta \varphi_{\oplus}\right)^{-1}, \\
& \varepsilon=\left(1_{X}-\varphi \varphi_{\oplus}\right) \eta \alpha\left(1_{X}-\varphi_{\oplus} \varphi\right), \\
& \rho=\alpha \varphi_{\oplus} \varphi \alpha^{-1}\left(1_{X}-\varphi \varphi_{\oplus}\right) \beta, \\
& \zeta=\alpha\left(1_{X}-\varphi_{\oplus} \varphi\right) \beta^{-1} \varphi \varphi_{\oplus} \beta, \\
& \xi=\alpha\left(1_{X}-\varphi_{\oplus} \varphi\right) \eta^{*}\left(\varphi_{\oplus}\right)^{*} \alpha^{*} .
\end{aligned}
$$

Then the following conditions are equivalent:
(i) $f=\varphi+\eta-\varepsilon$ has a dual core inverse;
(ii) $1_{X}-\rho, 1_{X}-\zeta$ and $1_{X}-\xi$ are invertible;
(iii) $1_{X}-\rho$ is right invertible, both $1_{X}-\zeta$ and $1_{X}-\xi$ are left invertible.

In this case,

$$
\begin{aligned}
& f_{\oplus}=\left(1_{X}-\xi\right)^{-1} \alpha \varphi_{\oplus}\left(1_{X}-\rho\right)^{-1}, \\
& \left(1_{X}-\rho\right)^{-1}=1_{X}-\varphi_{\oplus} \varphi+\varphi_{\oplus} \varphi f f_{\oplus}, \\
& \left(1_{X}-\zeta\right)^{-1}=1_{X}-\varphi_{\oplus} \varphi+f f_{\oplus} \varphi_{\oplus} \varphi, \\
& \left(1_{X}-\xi\right)^{-1}=1_{X}-\varphi_{\oplus} \varphi+f_{\oplus} f \varphi_{\oplus} \varphi .
\end{aligned}
$$

## 3. Core and Dual Core Inverses of a Sum with a radical element

Let $R$ be a unital *-ring and $J(R)$ its Jacobson radical. As a matter of convenience, we use the following notation:

$$
\varepsilon_{\tau}=\left(1-a a^{\tau}\right) j\left(1+a^{\tau} j\right)^{-1}\left(1-a^{\tau} a\right)
$$

where $\tau \in\{(1),(1,2,3),(1,2,4), \dagger, \#\}$ and $j \in J(R)$.
In [4], Huylebrouck and Puystjens proved the following results.
(I) If $a \in R^{\{1\}}$, then $a+j \in R^{\{1\}}$ if and only if $\varepsilon_{(1)}=0$.
(II) If $a \in R^{\dagger}$, then $a+j \in R^{\dagger}$ if and only if $\varepsilon_{+}=0$.
(III) If $a \in R^{\#}$, then $a+j \in R^{\#}$ if and only if $\varepsilon_{\#}=0$.

In [14], You and Chen told us:
(IV) If $a \in R^{\{1,2,3\}}$, then $a+j \in R^{\{1,2,3\}}$ if and only if $\varepsilon_{(1,2,3)}=0$.
(V) If $a \in R^{\{1,2,4\}}$, then $a+j \in R^{\{1,2,4\}}$ if and only if $\varepsilon_{(1,2,4)}=0$.

Moreover, the expressions of $(a+j)^{(1,2)},(a+j)^{\dagger},(a+j)^{\#},(a+j)^{(1,2,3)},(a+j)^{(1,2,4)}$ are presented, respectively.
Next, we will show that the core invertible element has a similar result as the above.
Theorem 3.1. Let $R$ be a unital *-ring and $J(R)$ its Jacobson radical. If $a \in R^{\oplus}$ with core inverse $a^{\oplus}$ and $j \in J(R)$, then

$$
a+j \in R^{\oplus} \text { if and only if } \varepsilon=\left(1-a a^{\oplus}\right) j\left(1+a^{\oplus} j\right)^{-1}\left(1-a^{\oplus} a\right)=0 .
$$

In this case,

$$
(a+j)^{\oplus}=(1-\gamma)^{-1}\left(1+a^{\oplus j}\right)^{-1} a^{\oplus}(1-\delta)^{-1}
$$

where

$$
\begin{aligned}
& \gamma=\left(1+a^{\oplus j}\right)^{-1}\left(1-a^{\oplus} a\right)\left(1+j a^{\oplus}\right) a a^{\oplus}\left(1+j a^{\oplus}\right)^{-1} \\
& \delta=\left(1+\left(a^{\oplus}\right)^{*} j^{*}\right)^{-1}\left(a^{\oplus}\right)^{*} j^{*}\left(1-a a^{\oplus}\right)\left(1+j a^{\oplus}\right)^{-1} .
\end{aligned}
$$

Proof. Remark first that, if $j \in J(R)$, then $1+a^{\oplus} j \in R^{-1}$ and $j^{*} \in J(R)$.
Set $\phi=(a+j)^{\oplus}$, then $\phi \in \varepsilon\{1\}$ by Lemma 1.5. This shows that the element $\varepsilon \in J(R)$ is von Neumann regular, so it must be zero, that is to say $\varepsilon=\left(1-a a^{\oplus}\right) j\left(1+a^{\oplus j}\right)^{-1}\left(1-a^{\oplus} a\right)=0$.

On the contrary, suppose that $\varepsilon=\left(1-a a^{\oplus}\right) j\left(1+a^{\oplus} j\right)^{-1}\left(1-a^{\oplus} a\right)=0$. Then it is easy to see that $\left(1+a^{\oplus} j\right)^{-1} a^{\oplus} \in$ $(a+j)\{1,2\}$ by Lemma 1.5 and the fact that the core inverse is a $\{1,2\}$-inverse. Thus, we have

$$
(a+j)\left(1+a^{\boxplus j}\right)^{-1} a^{\oplus}(a+j)=(a+j)
$$

which implies

$$
\begin{equation*}
\left[1-(a+j)\left(1+a^{\oplus} j\right)^{-1} a^{\oplus}\right](a+j)=0 \tag{4}
\end{equation*}
$$

where

$$
\begin{aligned}
& 1-(a+j)\left(1+a^{\oplus j}\right)^{-1} a^{\oplus} \\
= & 1-(a+j) a^{\oplus}\left(1+j a^{\oplus}\right)^{-1} \\
= & \left(1+j a^{\circledast}\right)\left(1+j a^{\circledast}\right)^{-1}-(a+j) a^{\oplus}\left(1+j a^{\oplus}\right)^{-1} \\
= & {\left[\left(1+j a^{\oplus}\right)-(a+j) a^{\oplus}\right]\left(1+j a^{\circledast}\right)^{-1} } \\
= & \left(1-a a^{\oplus}\right)\left(1+j a^{\oplus}\right)^{-1} .
\end{aligned}
$$

Hence the equality (4) can be written as

$$
\begin{equation*}
\left(1-a a^{\oplus}\right)\left(1+j a^{\oplus}\right)^{-1}(a+j)=0 \tag{5}
\end{equation*}
$$

Since $a \in R^{\oplus}$, set $p=1-a a^{\oplus}$. Then $p$ is a Hermitian element such that $p a=0, a+p \in R^{-1}$ by the proof of Lemma 1.4. Let

$$
q=\left[\left(1+j a^{\oplus}\right)^{-1}\right]^{*} p\left(1+j a^{\oplus}\right)^{-1}=\left[\left(1+j a^{\oplus}\right)^{-1}\right]^{*}\left(1-a a^{\oplus}\right)\left(1+j a^{\oplus}\right)^{-1}
$$

Then $q=q^{*}$ and

$$
q(a+j)=\left[\left(1+j a^{\oplus}\right)^{-1}\right]^{*}\left(1-a a^{\oplus}\right)\left(1+j a^{\circledast}\right)^{-1}(a+j) \stackrel{(5)}{=} 0 .
$$

Moreover, we have

$$
\begin{aligned}
a+q & =a+\left[\left(1+j a^{\oplus}\right)^{-1}\right]^{*} p\left(1+j a^{\oplus}\right)^{-1} \\
& =\left[\left(1+j a^{\oplus}\right)^{-1}\right]^{*}\left[\left(1+j a^{\oplus}\right)^{*} a\left(1+j a^{\oplus}\right)+p\right]\left(1+j a^{\oplus}\right)^{-1},
\end{aligned}
$$

where

$$
\begin{aligned}
& \left(1+j a^{\oplus}\right)^{*} a\left(1+j a^{\oplus}\right)+p \\
= & a+a j a^{\oplus}+\left(a^{\oplus}\right)^{*} j^{*} a+\left(a^{\oplus}\right)^{*} j^{*} a j a^{\oplus}+p \\
= & (a+p)+a j a^{\oplus}+\left(a^{\oplus}\right)^{*} j^{*} a+\left(a^{\oplus}\right)^{*} j^{*} a j a^{\oplus} \\
= & (a+p)\left[1+(a+p)^{-1}\left(a j a^{\oplus}+\left(a^{\oplus}\right)^{*} j^{*} a+\left(a^{\oplus}\right)^{*} j^{*} a j a^{\oplus}\right)\right]
\end{aligned}
$$

is invertible which follows from the property of Jacobson radical and the fact that $a+p \in R^{-1}$. Thus $a+q \in R^{-1}$. Therefore,

$$
a+j+q=(a+q)\left[1+(a+q)^{-1} j\right] \in R^{-1}
$$

In conclusion, $q$ is a Hermitian element such that $q(a+j)=0, a+j+q \in R^{-1}$. Applying Lemma 1.4, we can get that $a+j \in R^{\oplus}$. Therefore, $1_{X}-\gamma, 1_{X}-\sigma$ and $1_{X}-\delta$ are invertible by Theorem 2.1, where

$$
\begin{aligned}
& \gamma=\left(1+a^{\oplus j} j\right)^{-1}\left(1-a^{\oplus} a\right)\left(1+j a^{\oplus}\right) a a^{\oplus}\left(1+j a^{\oplus}\right)^{-1}, \\
& \sigma=\left(1+a^{\oplus j} j\right)^{-1} a^{\oplus} a\left(1+a^{\oplus} j\right)\left(1-a a^{\oplus}\right)\left(1+j a^{\oplus}\right)^{-1}, \\
& \delta=\left(1+\left(a^{\oplus}\right)^{*} j^{*}\right)^{-1}\left(a^{\oplus}\right)^{*} j^{*}\left(1-a a^{\oplus}\right)\left(1+j a^{\oplus}\right)^{-1} .
\end{aligned}
$$

Hence we obtain

$$
(a+j)^{\oplus}=(1-\gamma)^{-1}\left(1+a^{\oplus} j\right)^{-1} a^{\oplus}(1-\delta)^{-1}
$$

## Similar to Theorem 3.1, we have

Theorem 3.2. Let $R$ be a unital *-ring and $J(R)$ its Jacobson radical. If $a \in R_{\oplus}$ with dual core inverse $a_{\oplus}$ and $j \in J(R)$, then

$$
a+j \in R_{\oplus} \text { if and only if } \varepsilon=\left(1-a a_{\oplus}\right) j\left(1+a_{\oplus} j\right)^{-1}\left(1-a_{\oplus} a\right)=0 .
$$

In this case,

$$
(a+j)_{\oplus}=(1-\xi)^{-1}\left(1+a_{\oplus} j\right)^{-1} a_{\oplus}(1-\rho)^{-1}
$$

where

$$
\begin{aligned}
& \rho=\left(1+a_{\oplus j} j\right)^{-1} a_{\oplus} a\left(1+a_{\oplus} j\right)\left(1-a a_{\oplus}\right)\left(1+j a_{\oplus}\right)^{-1}, \\
& \xi=\left(1+a_{\oplus j} j\right)^{-1}\left(1-a_{\oplus} a\right) j^{*}\left(a_{\oplus}\right)^{*}\left(1+j^{*} a_{\oplus}^{*}\right)^{-1} .
\end{aligned}
$$
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