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#### Abstract

In this paper, an initial boundary value problem for a wave equation with unusual boundary condition is considered. Giving an integral over-determination condition, a time-dependent potential is determined and existence and uniqueness theorem for small times is proved. We characterize the estimates of conditional stability of the solution of the inverse problem. Also, the numerical solution of the inverse problem is studied by using finite difference method.


## 1. Introduction

In this paper, we consider the one dimensional wave equation

$$
\begin{equation*}
u_{t t}=c^{2} u_{x x}+a(t) u(x, t)+f(x, t), \quad(x, t) \in D_{T} \tag{1}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
u(x, 0)=\varphi(x), u_{t}(x, 0)=\psi(x), 0 \leq x \leq 1 \tag{2}
\end{equation*}
$$

Neumann boundary condition

$$
\begin{equation*}
u_{x}(1, t)=0,0 \leq t \leq T \tag{3}
\end{equation*}
$$

and unusual boundary condition

$$
\begin{equation*}
u_{x x}(0, t)-b u_{x}(0, t)=0,0 \leq t \leq T \tag{4}
\end{equation*}
$$

for $b>0$, where $D_{T}=\{(x, t): 0<x<1,0 \leq t \leq T\}$ for some fixed $T>0$ and $c$ is a constant.
This model can be used for the motion of the longitudinal vibration of a uniform elastic bar subjected to a distributed force $f(x, t)$ per unit length, where $c^{2}=\frac{E}{\rho}, E$ is Young's modulus and $\rho$ is the mass of density of elastic bar. $u=u(x, t)$ represents the displacement at the instant $t$ of the point located at $x, a(t)$ is the time dependent potential, and the function $\varphi(x)$ specifies the initial displacement, while $\psi(x)$ specifies its initial velocity. The boundary condition (3) means that right end of uniform elastic bar is free. On the contrary of

[^0]the common boundary conditions, the boundary condition (4) contains the term of maximal order $u_{x x}(0, t)$ which is called unusual (non-classical) boundary condition. This boundary condition arises if the left end of bar is restrained with a rotational spring and $b$ is the rotational stiffness coefficient. In this paper, we take $c=1$ for simplicity.

For a given function $a(t), 0 \leq t \leq T$ the problem (1) - (4) for the unknown function $u(x, t)$ is called direct (forward) problem. Direct problems for the wave equation with various boundary conditions are satisfactorily investigated in [3], [5], [14], [22] and [29]. It is important to note that the papers [2], [19], [20], [21] which investigate the solution of direct problem for the wave equation with non-local integral boundary condition. For the some numerical aspects of initial and initial-boundary value problems of the hyperbolic equations is considered for direct problem in [4].

If $a(t), 0 \leq t \leq T$ is unknown, finding the pair of solution $\{a(t), u(x, t)\}$ of the problem (1)-(4) with the additional condition

$$
\begin{equation*}
\int_{0}^{1} u(x, t) d x=h(t), 0 \leq t \leq T \tag{5}
\end{equation*}
$$

is called inverse problem.
Many physical models include unknown coefficients (i.e. potential, source) in the wave equation and the solution of the inverse problems for the identification of these coefficients has become a very popular area of research in recent years. The inverse problems for the wave equation with different boundary conditions and space dependent coefficients are considered in [9], [17], [18] [23] and more recently in [10], [30]. The inverse problem for the wave equation with time dependent coefficient with integral condition is investigated in [15] and with non-classical boundary condition is studied in [1]. The time-dependent source function of a time-fractional wave equation with integral condition in a bounded domain is determined in [26].

On contrary to the inverse initial boundary value problem for the equation (1) with time-dependent potential case, the finite difference method for the inverse problem for finding space-dependent potential, or space dependent damping coefficient, or force function is well-known. The work [6] considers the inverse problem for the wave equation which consists in determining an unknown time-dependent force function by applying finite difference method. Same method is used for an unknown space-dependent force function acting on a vibrating structure in the wave equation from Cauchy boundary data in [7]. In [8], inverse problem of finding space-dependent potential or damping coefficients in the wave equation is considered.

In present paper, we consider an initial boundary value problem for a wave equation with unusual boundary condition. Giving an integral over-determination condition,we determine the time-dependent potential and prove the existence and uniqueness theorem for small $T$, and we characterize the estimations of conditional stability of the solution of the inverse problem. Also, we use the finite difference method to the inverse initial boundary value problem for the equation (1) with time-dependent potential.

The article is organized as following: In Section 2, we present auxiliary spectral problem of this problem and its properties. In Section 3, the series expansion method in terms of eigenfunctions converts the inverse problem to a fixed point problem in a suitable Banach space. Under some consistency, regularity conditions on initial and boundary data the existence and uniqueness of the inverse problem is shown by the way that the fixed point problem has unique solution for small $T$. In this section, we also give the theorem for continuous dependence upon the data in a certain class of data. In section 4, the inverse problem of finding time-dependent potential is studied by using the finite difference method.

## 2. Auxiliary Spectral Problem

We attempt to apply the Fourier method of eigenfunction expansion to the problem (1)-(5). Auxiliary spectral problem of the problem (1)-(4) is

$$
\left\{\begin{array}{l}
X^{\prime \prime}(x)+\lambda X(x)=0,0 \leq x \leq 1  \tag{6}\\
X^{\prime}(1)=0, b X^{\prime}(0)+\lambda X(0)=0
\end{array}\right.
$$

The problem (6) is considered in [12] and has eigenfunctions

$$
\begin{equation*}
X_{n}(x)=\sqrt{2} \cos \sqrt{\lambda_{n}}(1-x), n=0,1,2, \ldots \tag{7}
\end{equation*}
$$

with positive eigenvalues $\lambda_{n}$ determined from the equation

$$
\tan \sqrt{\lambda}=\frac{-\sqrt{\lambda}}{b}
$$

The zero index is assigned to an arbitrary eigenfunction and all remaining eigenfunctions are numbered increasing order of eigenvalues. This characteristic equation has no roots outside the positive part of the real line on the complex plane. The asymptotic formula for the eigenvalues has the form

$$
\sqrt{\lambda_{n}}=\mu_{n}+\frac{b}{\mu_{n}}+O\left(\frac{1}{n^{2}}\right)
$$

for sufficiently large $n$ and $\mu_{n}=\frac{(2 n-1)}{2} \pi$.
The system $X_{n}(x), n=1,2, \ldots$ is bi-orthogonal to the system

$$
Y_{n}(x)=\frac{2}{1+\frac{\cos ^{2} \sqrt{\lambda_{n}}}{b}}\left[\cos \sqrt{\lambda_{n}}(1-x)-\frac{\cos \sqrt{\lambda_{n}}}{\cos \sqrt{\lambda_{0}}} \cos \sqrt{\lambda_{0}}(1-x)\right], n=1,2, \ldots
$$

and the system $X_{n}(x), n=1,2, \ldots$ forms a Riesz basis in $L_{2}[0,1]$. Also, the system $Y_{n}(x), n=1,2, \ldots$ is a Riesz basis in $L_{2}[0,1]$ and is complete.
The pair $\{a(t), u(x, t)\}$ from the class $C[0, T] \times C^{2}\left(\bar{D}_{T}\right)$ for which the conditions (1)-(5) are satisfied, is called a classical solution of the inverse problem (1)-(5). Since we are seeking the classical solution of the inverse problem (1)-(5), the uniformly convergence of the Fourier series expansion in the system $X_{n}(x), n=1,2, \ldots$ is important.

Lemma 2.1 (Corollary 1, [12]). Let the function $g(x) \in C[0,1]$ and

$$
g(0)+\frac{b}{\cos \sqrt{\lambda_{0}}} \int_{0}^{1} g(x) \cos \sqrt{\lambda_{0}}(1-x) d x=0
$$

is satisfied. Then this function can be expanded in a Fourier series in the system $X_{n}(x), n=1,2, \ldots$ and this expansion is uniformly convergent on $[0,1]$.

Let us introduce the functional space

$$
B_{2, T}^{3 / 2}=\left\{u(x, t)=\sum_{n=1}^{\infty} u_{n}(t) X_{n}(x): u_{n}(t) \in C[0, T], J_{T}(u)=\left[\sum_{n=1}^{\infty}\left(\lambda_{n}^{3 / 2} \max _{0 \leq t \leq T}\left|u_{n}(t)\right|\right)^{2}\right]^{1 / 2}<+\infty\right\}
$$

with the norm $\|u(x, t)\|_{B_{2, T}^{3 / 2}} \equiv J_{T}(u)$ which relates the Fourier coefficients of the function $u(x, t)$ by the eigenfunctions $X_{n}(x), n=1,2, \ldots$. It is shown in [13] that $B_{2, T}^{3 / 2}$ is Banach space. Obviously $E_{T}^{3 / 2}=C[0, T] \times B_{2, T}^{3 / 2}$ with the norm $\|z\|_{E_{T}^{3 / 2}}=\|a(t)\|_{C[0, T]}+\|u(x, t)\|_{B_{2, T}^{3 / 2}}$ is also Banach space, where $z=\{a(t), u(x, t)\}$.

## 3. Solution of the Inverse Problem

In this section, we will examine the existence and uniqueness of the solution of the inverse problem (1)-(5) with time-dependent potential and conditional stability of the solution of this inverse problem.

Definition 3.1. The pair $\{a(t), u(x, t)\}$ from the class $C[0, T] \times C^{2,2}\left(\bar{D}_{T}\right)$ for which the conditions (1)-(5) are satisfied is called the classical solution of the inverse problem (1)-(5).

Since the function $a(t)$ is solely time dependent, seeking the solution of the problem (1)-(5) in the following form is suitable:

$$
\begin{equation*}
u(x, t)=\sum_{n=1}^{\infty} u_{n}(t) X_{n}(x) \tag{8}
\end{equation*}
$$

where $u_{n}(t)=\int_{0}^{1} u(x, t) Y_{n}(x) d x, n=1,2, \ldots$.
From the equation (1) and initial condition (2), we obtain

$$
\left\{\begin{array}{c}
u_{n}^{\prime \prime}(t)+\lambda_{n} u_{n}(t)=F_{n}(t ; a, u),  \tag{9}\\
u_{n}(0)=\varphi_{n}, \quad u_{n}^{\prime}(0)=\psi_{n},
\end{array}, n=1,2, . .\right.
$$

where $F_{n}(t ; a, u)=a(t) u_{n}(t)+f_{n}(t), f_{n}(t)=\int_{0}^{1} f(x, t) Y_{n}(x) d x, \varphi_{n}=\int_{0}^{1} \varphi(x) Y_{n}(x) d x, \psi_{n}=\int_{0}^{1} \psi(x) Y_{n}(x) d x$, $n=1,2, \ldots$.

Solving the problem (9), we get

$$
\begin{equation*}
u_{n}(t)=\varphi_{n} \cos \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \psi_{n} \sin \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \int_{0}^{t} F_{n}(\tau ; a, u) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau \tag{10}
\end{equation*}
$$

Integrating the equation (1) from 0 to 1 with respect to $x$ and using the over-determination condition (5) and the equality (10), we obtain the first component of the pair $\{a(t), u(x, t)\}$ as

$$
\begin{align*}
a(t)= & \frac{1}{h(t)}\left[h^{\prime \prime}(t)-\int_{0}^{1} f(x, t) d x+\sqrt{2} \sum_{n=1}^{\infty} \sqrt{\lambda_{n}}\left(\varphi_{n} \cos \sqrt{\lambda_{n}} t\right.\right. \\
& \left.\left.+\frac{1}{\sqrt{\lambda_{n}}} \psi_{n} \sin \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \int_{0}^{t} F_{n}(\tau ; a, u) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau\right) \sin \sqrt{\lambda_{n}}\right] . \tag{11}
\end{align*}
$$

Substituting (10) into (8), the second component of the pair is

$$
\begin{equation*}
u(x, t)=\sum_{n=1}^{\infty}\left[\varphi_{n} \cos \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \psi_{n} \sin \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \int_{0}^{t} F_{n}(\tau ; a, u) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau\right] \sqrt{2} \cos \sqrt{\lambda_{n}}(1-x) \tag{12}
\end{equation*}
$$

Thus, the solution of the inverse problem (1)-(5) is reduced to the solution of system (11)-(12) with respect to the unknown functions $\{a(t), u(x, t)\}$.

Let us denote $z=[a(t), u(x, t)]^{T}$ and consider the operator equation

$$
\begin{equation*}
z=\Phi(z) \tag{13}
\end{equation*}
$$

The operator $\Phi$ is determined in the set of functions $z$ and has the form $\left[\phi_{1}, \phi_{2}\right]^{T}$, where

$$
\begin{align*}
\phi_{1}(z)= & \frac{1}{h(t)}\left[h^{\prime \prime}(t)-\int_{0}^{1} f(x, t) d x+\sqrt{2} \sum_{n=1}^{\infty} \sqrt{\lambda_{n}}\left(\varphi_{n} \cos \sqrt{\lambda_{n}} t\right.\right. \\
& \left.\left.+\frac{1}{\sqrt{\lambda_{n}}} \psi_{n} \sin \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \int_{0}^{t} F_{n}(\tau ; a, u) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau\right) \sin \sqrt{\lambda_{n}}\right] .  \tag{14}\\
\phi_{2}(z)= & \sum_{n=1}^{\infty}\left[\varphi_{n} \cos \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \psi_{n} \sin \sqrt{\lambda_{n}} t\right. \\
& \left.+\frac{1}{\sqrt{\lambda_{n}}} \int_{0}^{t} F_{n}(\tau ; a, u) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau\right] \sqrt{2} \cos \sqrt{\lambda_{n}}(1-x) \tag{15}
\end{align*}
$$

Let us show that $\Phi$ maps $E_{T}^{3 / 2}$ onto itself continuously. In other words, we need to show $\phi_{1}(z) \in C[0, T]$ and $\phi_{2}(z) \in B_{2, T}^{3 / 2}$ for arbitrary $z=[a(t), u(x, t)]^{T}$ with $a(t) \in C[0, T], u(x, t) \in B_{2, T}^{3 / 2}$.

We will use the following assumptions on the data of problem (1)-(5):
$\left(A_{1}\right) \varphi(x) \in C^{3}[0,1], \varphi(0)+\frac{b}{\cos \sqrt{\lambda_{0}}} \int_{0}^{1} \varphi(x) \cos \sqrt{\lambda_{0}}(1-x) d x=0, \varphi^{\prime}(0)=\varphi^{\prime \prime}(0)=0, \varphi^{\prime}(1)=0$,
$\left(A_{2}\right) \psi(x) \in C^{2}[0,1], \psi(0)+\frac{b}{\cos \sqrt{\lambda_{0}}} \int_{0}^{1} \psi(x) \cos \sqrt{\lambda_{0}}(1-x) d x=0, \psi^{\prime}(0)=\psi^{\prime}(1)=0$,
$\left(A_{3}\right) h(t) \in C^{2}[0, T], h(t) \neq 0, \forall t \in[0, T], h(0)=\int_{0}^{1} \varphi(x) d x, h^{\prime}(0)=\int_{0}^{1} \psi(x) d x$,
$\left(A_{4}\right) f(x, t) \in C\left(\bar{D}_{T}\right), f_{x}, f_{x x} \in C[0,1], \forall t \in[0, T], f_{x}(0, t)=f_{x}(1, t), f(0, t)+\frac{b}{\cos \sqrt{\lambda_{0}}} \int_{0}^{1} f(x, t) \cos \sqrt{\lambda_{0}}(1-x) d x=0$.
By using integration by parts under the assumptions $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{4}\right)$, it easy to see that

$$
\begin{aligned}
\varphi_{n} & =\frac{1}{\lambda_{n}^{3 / 2}} \frac{-\sqrt{2}}{1+\frac{\cos ^{2} \sqrt{\lambda_{n}}}{b}} \int_{0}^{1} \varphi^{\prime \prime \prime}(x) \sin \sqrt{\lambda_{n}}(1-x) d x \\
\psi_{n} & =\frac{1}{\lambda_{n}} \frac{-\sqrt{2}}{1+\frac{\cos ^{2} \sqrt{\lambda_{n}}}{b}} \int_{0}^{1} \varphi^{\prime \prime}(x) \cos \sqrt{\lambda_{n}}(1-x) d x \\
f_{n}(t) & =\frac{1}{\lambda_{n}} \frac{-\sqrt{2}}{1+\frac{\cos ^{2} \sqrt{\lambda_{n}}}{b}} \int_{0}^{1} f_{x x}(x, t) \cos \sqrt{\lambda_{n}}(1-x) d x
\end{aligned}
$$

From these equalities, we have

$$
\begin{gather*}
\sum_{n=1}^{\infty} \sqrt{\lambda_{n}}\left|\varphi_{n}\right| \leq C_{1}\left\|\varphi^{\prime \prime \prime}(x)\right\|_{L_{2}[0,1]} \\
\sum_{n=1}^{\infty}\left|\psi_{n}\right| \leq C_{1}\left\|\psi^{\prime \prime}(x)\right\|_{L_{2}[0,1]}  \tag{16}\\
\sum_{n=1}^{\infty}\left|f_{n}(t)\right| \leq C_{1}\left\|f_{x x}(x, t)\right\|_{L_{2}\left(D_{T}\right)^{\prime}}
\end{gather*}
$$

by using Cauchy-Schwartz inequality and Bessel inequality where $C_{1}=\left(\sum_{n=1}^{\infty} \frac{1}{\lambda_{n}^{2}}\right)^{1 / 2}$.

First, let us show that $\phi_{1}(z) \in C[0, T]$. Under the assumptions $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{4}\right)$ and considering the estimates (16), we obtain from (14)

$$
\begin{equation*}
\max _{0 \leq t \leq T}\left|\phi_{1}(z)\right| \leq R_{1}(T)+R_{2}(T)\|a(t)\|_{C[0, T]}\|u(x, t)\|_{B_{2, T}^{3 / 2}} \tag{17}
\end{equation*}
$$

where $R_{1}(T)=\frac{1}{\|h(t)\| \|_{C 0, T]}}\left(\left\|h^{\prime \prime}(t)\right\|_{C[0, T]}+\left\|f_{\text {int }}(t)\right\|_{C[0, T]}+2 \sqrt{2} C_{1}\left(\left\|\varphi^{\prime \prime \prime}(x)\right\|_{L_{2}[0,1]}+\left\|\psi^{\prime \prime}(x)\right\|_{L_{2}[0,1]}+T\left\|f_{x x}(x, t)\right\|_{L_{2}\left(D_{T}\right)}\right)\right)$, $R_{2}(T)=\frac{2 \sqrt{2} C_{1} C_{2} T}{\|h(t)\|_{[0, T]}}, \quad f_{\text {int }}(t)=\int_{0}^{1} f(x, t) d x$, and $C_{2}=\left(\sum_{n=1}^{\infty} \frac{1}{\lambda_{n}^{3}}\right)^{1 / 2}$. Since the right hand side is bounded, $\phi_{1}(z) \in C[0, T]$.

Now, let us show that $\phi_{2}(z) \in B_{2, T}^{3 / 2}$, i.e. we need to verify that

$$
J_{T}\left(\phi_{2}\right)=\left[\sum_{n=1}^{\infty}\left(\lambda_{n}^{3 / 2} \max _{0 \leq t \leq T}\left|\phi_{2 n}(t)\right|\right)^{2}\right]^{1 / 2}<+\infty
$$

where

$$
\phi_{2 n}(t)=\varphi_{n} \cos \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \psi_{n} \sin \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \int_{0}^{t} F_{n}(\tau ; a, u) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau
$$

After some manipulations on the last equality under the assumptions $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{4}\right)$, we get

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left(\lambda_{n}^{3 / 2} \max _{0 \leq t \leq T}\left|\phi_{2 n}(t)\right|\right)^{2} \leq \widetilde{R}_{1}(T)+\widetilde{R}_{2}(T)\left(\max _{0 \leq t \leq T}|a(t)|\right)^{2} \sum_{n=1}^{\infty}\left(\lambda_{n}^{3 / 2} \max _{0 \leq t \leq T}\left|u_{n}(t)\right|\right)^{2} \tag{18}
\end{equation*}
$$

where $\widetilde{R}_{2}(T)=4 T^{2}$, and $\widetilde{R}_{1}(T)=4 \sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}+4 \sum_{n=1}^{\infty}\left|\beta_{n}\right|^{2}+4 T^{2} \sum_{n=1}^{\infty}\left(\max _{0 \leq t \leq T}\left|\eta_{n}(t)\right|\right)^{2}$ with

$$
\begin{aligned}
\alpha_{n} & =\frac{-\sqrt{2}}{1+\frac{\cos ^{2} \sqrt{\lambda_{n}}}{b}} \int_{0}^{1} \varphi^{\prime \prime \prime}(x) \sin \sqrt{\lambda_{n}}(1-x) d x \\
\beta_{n} & =\frac{-\sqrt{2}}{1+\frac{\cos ^{2} \sqrt{\lambda_{n}}}{b}} \int_{0}^{1} \varphi^{\prime \prime}(x) \cos \sqrt{\lambda_{n}}(1-x) d x \\
\eta_{n}(t) & =\frac{-\sqrt{2}}{1+\frac{\cos ^{2} \sqrt{\lambda_{n}}}{b}} \int_{0}^{1} f_{x x}(x, t) \cos \sqrt{\lambda_{n}}(1-x) d x
\end{aligned}
$$

From the Bessel inequality and $\sum_{n=1}^{\infty}\left(\lambda_{n}^{3 / 2} \max _{0 \leq t \leq T}\left|u_{n}(t)\right|\right)^{2}<+\infty$, series on the right side of (18) are convergent. Thus $J_{T}\left(\phi_{2}\right)<+\infty$ and $\phi_{2}$ is belongs to the space $B_{2, T}^{3 / 2}$.

Now, let $z_{1}$ and $z_{2}$ be any two elements of $E_{T}^{3 / 2}$. We know that $\left\|\Phi\left(z_{1}\right)-\Phi\left(z_{2}\right)\right\|_{E_{T}^{3 / 2}}=\left\|\phi_{1}\left(z_{1}\right)-\phi_{1}\left(z_{2}\right)\right\|_{C[0, T]}+$ $\left\|\phi_{2}\left(z_{1}\right)-\phi_{2}\left(z_{2}\right)\right\|_{B_{2, T}^{3 / 2}}$. Here $z_{i}=\left[a^{i}(t), u^{i}(x, t)\right]^{T}, i=1,2$.

Under the assumptions $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{4}\right)$ and considering (17)-(18), we obtain

$$
\left\|\Phi\left(z_{1}\right)-\Phi\left(z_{2}\right)\right\|_{E_{T}^{3 / 2}} \leq A(T) C\left(a^{1}, u^{2}\right)\left\|z_{1}-z_{2}\right\|_{E_{T}^{3 / 2}}
$$

where $A(T)=2 T\left(1+\frac{\sqrt{2} C_{1} C_{2}}{\|h(t)\|_{[00, T]}}\right)$ and $C\left(a^{1}, u^{2}\right)$ is the constant includes the norms of $\left\|a^{1}(t)\right\|_{C[0, T]}$ and $\left\|u^{2}(x, t)\right\|_{B_{2, T}^{3 / 2}}$.
For sufficiently small $T, 0<A(T)<1$. This implies that the operator $\Phi$ is contraction mapping which maps $E_{T}^{3 / 2}$ onto itself continuously. Then according to Banach fixed point theorem there exists unique solution of (13).

Thus, we proved the following theorem:

Theorem 3.2 (Existence and uniqueness). Let the assumptions $\left(A_{1}\right)-\left(A_{4}\right)$ be satisfied. Then, the inverse problem (1)-(5) has a unique solution for small $T$.

Now, let us investigate the stability of the solution of the inverse problem. Because of the presence of the term $a(t) u(x, t)$ in the equation (1), finding the pair of solution $\{a(t), u(x, t)\}$ of the inverse problem (1)-(5) is non-linear. Therefore we can not apply the standard stability criteria but we can characterize the estimation of conditional stability. Thus we can obtain a stability estimate under a priori assumption on the smallness of $a(t)$. This type of stability results are studied by V.G. Romanov in [23] and more recently in [11], [24], [25], [27], [28].

Such an estimate can be obtained by setting a certain class of data $\mathfrak{J}\left(\alpha, N_{0}, N_{1}, N_{2}, N_{3}\right)$ for the functions $\varphi(x), \psi(x), h(t), f(x, t)$ and a class $\boldsymbol{\aleph}\left(M_{0}\right)$ for the function $a(t)$ if they satisfy

$$
\begin{aligned}
\|f\|_{C\left(\bar{D}_{T}\right)} & \leq N_{0},\|\varphi\|_{C^{3}[0,1]} \leq N_{1},\|\psi\|_{C^{2}[0,1]} \leq N_{2} \\
\|h\|_{C^{2}[0, T]} & \leq N_{3}, 0<\alpha \leq|h(t)|
\end{aligned}
$$

and

$$
\|a(t)\|_{C[0, T]} \leq M_{0}
$$

respectively.
It is easy to seen that, since $\varphi(x), \psi(x), h(t), f(x, t) \in \mathfrak{I}\left(\alpha, N_{0}, N_{1}, N_{2}, N_{3}\right)$ and $a(t) \in \boldsymbol{N}\left(M_{0}\right)$,

$$
\|u(x, t)\|_{B_{2, T}^{3 / 2}} \leq M_{1}
$$

where $M_{1}=\frac{4}{1-4 T^{2} C_{2} M_{0}}\left(T^{2} N_{0}+N_{1}+N_{2}\right)$.
Let $\{a(t), u(x, t)\}$ and $\{\bar{a}(t), \bar{u}(x, t)\}$ be the solutions of (1)-(5) corresponding to data $\varphi(x), \psi(x), h(t), f(x, t)$ and $\bar{\varphi}(x), \bar{\psi}(x), \bar{h}(t), \bar{f}(x, t)$, respectively. Then, we obtain from (11) and (12)

$$
\begin{align*}
a(t)-\bar{a}(t)= & \frac{1}{h(t) \bar{h}(t)}\left\{\overline { h } ( t ) \left[h^{\prime \prime}(t)-\int_{0}^{1} f(x, t) d x+\sqrt{2} \sum_{k=1}^{\infty} \sqrt{\lambda_{n}}\left(\varphi_{n} \cos \sqrt{\lambda_{n}} t\right.\right.\right. \\
+ & \left.\left.\frac{1}{\sqrt{\lambda_{n}}} \psi_{n} \sin \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \int_{0}^{t} F_{n}(\tau ; a, u) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau\right) \sin \sqrt{\lambda_{n}}\right]  \tag{19}\\
& \quad-h(t)\left[\bar{h}^{\prime \prime}(t)-\int_{0}^{1} \bar{f}(x, t) d x+\sqrt{2} \sum_{k=1}^{\infty} \sqrt{\lambda_{n}}\left(\bar{\varphi}_{n} \cos \sqrt{\lambda_{n}} t\right.\right. \\
+ & \left.\left.\left.\frac{1}{\sqrt{\lambda_{n}}} \bar{\psi}_{n} \sin \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \int_{0}^{t} F_{n}(\tau ; \bar{a}, \bar{u}) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau\right) \sin \sqrt{\lambda_{n}}\right]\right\}
\end{align*}
$$

and

$$
\begin{align*}
u(x, t)- & \bar{u}(x, t)=\sum_{n=1}^{\infty}\left[\varphi_{n} \cos \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \psi_{n} \sin \sqrt{\lambda_{n}} t\right. \\
& \left.+\frac{1}{\sqrt{\lambda_{n}}} \int_{0}^{t} F_{n}(\tau ; a, u) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau\right] \sqrt{2} \cos \sqrt{\lambda_{n}}(1-x)  \tag{20}\\
& -\sum_{n=1}^{\infty}\left[\bar{\varphi}_{n} \cos \sqrt{\lambda_{n}} t+\frac{1}{\sqrt{\lambda_{n}}} \bar{\psi}_{n} \sin \sqrt{\lambda_{n}} t\right. \\
& \left.+\frac{1}{\sqrt{\lambda_{n}}} \int_{0}^{t} F_{n}(\tau ; \bar{a}, \bar{u}) \sin \sqrt{\lambda_{n}}(t-\tau) d \tau\right] \sqrt{2} \cos \sqrt{\lambda_{n}}(1-x)
\end{align*}
$$

where $F_{n}(t ; \bar{a}, \bar{u})=\bar{a}(t) \bar{u}_{n}(t)+\bar{f}_{n}(t), \bar{f}_{n}(t)=\int_{0}^{1} \bar{f}(x, t) Y_{n}(x) d x, \bar{\varphi}_{n}=\int_{0}^{1} \bar{\varphi}(x) Y_{n}(x) d x, \bar{\psi}_{n}=\int_{0}^{1} \bar{\psi}(x) Y_{n}(x) d x$, $n=1,2, \ldots$.

Denote the difference between two functions with the tilde ( $\sim$ ), i.e. $\widetilde{a}=a-\bar{a}, \widetilde{u}=u-\bar{u}$, etc. Then, under the conditions $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{4}\right)$ by using the estimates given above we obtain from (19) and (20)

$$
\begin{equation*}
\|\widetilde{a}(t)\|_{C[0, T]} \leq \frac{D_{1}}{\Delta(T)}\left\{\|\widetilde{h}\|_{C^{2}[0, T]}+\|\widetilde{\varphi}\|_{C^{3}[0,1]}+\|\widetilde{\psi}\|_{C^{2}[0,1]}+\|\vec{f}\|_{C\left(\bar{D}_{T}\right)}\right\} \tag{21}
\end{equation*}
$$

where $D_{1}=\max \left\{\frac{d_{4}}{a^{2}}\left(2 N_{3}+N_{0}+2 \sqrt{2} C_{1}\left(N_{0}+N_{1}+N_{2}\right)+2 T M_{0} M_{1}\right)\right.$,
$\left.\frac{d_{4}}{\alpha^{2}}\left(1+2 \sqrt{2} C_{1} N_{3}\right)-4 T^{2} d_{2}, \frac{d_{4}}{\alpha^{2}} 2 \sqrt{2} C_{1} N_{3}-4 d_{2}\right\}, \Delta(T)=d_{1} d_{4}-d_{2} d_{3} \neq 0, d_{1}=1-\frac{2 \sqrt{2}}{\alpha^{2}} T C_{1} N_{3} M_{0}, d_{2}=\frac{2 \sqrt{2}}{\alpha^{2}} T C_{1} C_{2} N_{3} M_{1}$,
$d_{3}=4 T^{2} C_{2} M_{0}, d_{4}=1-4 T^{2} C_{2} M_{1}$.
Similarly, we get the estimate

$$
\begin{equation*}
\|\widetilde{u}(x, t)\|_{B_{2, T}^{3 / 2}} \leq \frac{D_{2}}{\Delta(T)}\left\{\|\widetilde{h}\|_{C^{2}[0, T]}+\|\widetilde{\varphi}\|_{C^{3}[0,1]}+\|\widetilde{\psi}\|_{C^{2}[0,1]}+\|\widetilde{f}\|_{C\left(\bar{D}_{T}\right)}\right\} \tag{22}
\end{equation*}
$$

where $D_{2}$ is dependent only the parameters $\alpha, N_{0}, N_{1}, N_{2}, N_{3}, M_{0}$ and $M_{1}$.
Theorem 3.3 (continuous dependence upon the data). Let $\{a(t), u(x, t)\}$ and $\{\bar{a}(t), \bar{u}(x, t)\}$ be two solutions of the inverse problem (1)-(5) with the data $\varphi(x), \psi(x), h(t), f(x, t)$ and $\bar{\varphi}(x), \bar{\psi}(x), \bar{h}(t), \bar{f}(x, t)$, respectively, which are satisfied the conditions of the Theorem 3.2. Then the estimates (21)-(22) are true for small T. The constants $D_{1}$ and $D_{2}$ depend only on the choice of the classes $\mathfrak{J}\left(\alpha, N_{0}, N_{1}, N_{2}, N_{3}\right)$ and $\boldsymbol{\aleph}\left(M_{0}\right)$.

## 4. Numerical Method and Examples

In this section,we describe the numerical method applied to the inverse initial boundary value problem (1)-(5).

The discrete form of our problem is as follows: We divide the domain $(0,1) \times(0, T)$ into $n x$ and $n t$ subintervals of equal length $h x$ and $h t$, where $h x=1 / n x$ and $h t=T / n t$, respectively. We denote by $U_{j}^{n}:=U\left(x_{j}, t_{n}\right), a^{n}:=a\left(t_{n}\right)$ and $f_{j}^{n}:=f\left(x_{j}, t_{n}\right)$, where $x_{j}=j h x, t_{n}=n h t$ for $j=0, \ldots, n x, n=0, \ldots, n t$. Then, a central difference approximation to the equations (1)-(4) at the mesh points $\left(x_{j}, t_{n}\right)$ is

$$
\begin{align*}
& U_{j}^{n+1}=r^{2} U_{j+1}^{n}+2\left(1-r^{2}\right) U_{j}^{n}+r^{2} U_{j-1}^{n}-U_{j}^{n-1}+(h t)^{2}\left(a^{n} U_{j}^{n}+f_{j}^{n}\right)  \tag{23}\\
& j=1, \ldots, n x-1, n=1, \ldots, n t-1, \\
& U_{j}^{0}=\varphi_{j}, \quad j=0, \ldots, n x, \frac{U_{j}^{1}-U_{j}^{-1}}{2 h t}=\psi_{j}, j=1, \ldots, n x-1,  \tag{24}\\
& U_{2}^{n}-(2+b h x) U_{1}^{n}+(1+b h x) U_{0}^{n}=0, \frac{U_{n x}^{n}-U_{n x-1}^{n}}{h x}=0, n=0, \ldots, n t, \tag{25}
\end{align*}
$$

where $r=\frac{h t^{2}}{h x^{2}}$. Equation (23) represents an explicit finite difference method which is stable for $r \leq 1$. Putting $n=0$ in the equation (23) and using (24), we obtain

$$
\begin{align*}
& U_{j}^{1}=\frac{1}{2}\left(r^{2} \varphi_{j+1}+2\left(1-r^{2}\right) \varphi_{j}+r^{2} \varphi_{j-1}+2 h t \psi_{j}+(h t)^{2}\left(a^{0} \varphi_{j}+f_{j}^{0}\right)\right)  \tag{26}\\
& j=1, \ldots, n x-1
\end{align*}
$$

Consider (5) in the equation (1), we obtain

$$
a(t)=\frac{h^{\prime \prime}(t)+u_{x}(0, t)-f_{\text {int }}(t)}{h(t)}
$$

where $f_{\text {int }}(t)=\int_{0}^{1} f(x, t) d x$ and for the over-determination condition (5) we use trapezoidal rule approximation.

After discretizing last equation, we have

$$
\begin{align*}
& a^{n}=\frac{\left(h^{n+1}-2 h^{n}+h^{n-1}\right) /(h t)^{2}+\left(U_{1}^{n}-U_{0}^{n}\right) / h x-f_{\text {int }}^{n}}{h^{n}}  \tag{27}\\
& n=1, \ldots, n t-1 \\
& a^{n t}=\frac{\left(h^{n t}-2 h^{n t-1}+h^{n t-2}\right) /(h t)^{2}+\left(U_{1}^{n t}-U_{0}^{n t}\right) / h x-f_{\text {int }}^{n t}}{h^{n t}},  \tag{28}\\
& a^{0}=\frac{\left(h^{2}-2 h^{1}+h^{0}\right) /(h t)^{2}-\left(U_{1}^{0}-U_{0}^{0}\right) /(h x)^{2}-f_{\text {int }}}{h^{0}} . \tag{29}
\end{align*}
$$

Now let us consider (27)-(29) in (23), we obtain the system with respect to $U_{j}^{n}, j=0, \ldots, n x, n=0, \ldots, n t$ which can be solved explicitly. Then using the calculated values of $U_{j}^{n}$ in (27)-(29), we obtain the values of $a^{n}, n=0, \ldots, n t$.

Example 4.1. Consider the inverse IBVP (1)-(5) with the input data

$$
\begin{aligned}
f(x, t) & =\left(1+2 \pi x-\sin (2 \pi x)-8 \pi^{2} \sin (2 \pi x)\right) \exp (t)-(1+2 \pi x-\sin (2 \pi x)) \\
\varphi(x) & =(1+2 \pi x-\sin (2 \pi x)), \psi(x)=(1+2 \pi x-\sin (2 \pi x)), h(t)=(1+\pi) \exp (t) \\
b & =1, x \in[0,1], t \in[0,1]
\end{aligned}
$$

According to the Theorem 3.2, the solution of the inverse problem exist and is unique. In fact, it can easily be checked by direct substitution that the analytical solution is given by

$$
\{a(t), u(x, t)\}=\{1 / \exp (t),(1+2 \pi x-\sin (2 \pi x)) \exp (t)\}
$$

The direct and inverse numerical solutions for $u(x, t)$ at the interior points are shown in Figure 1 for $n x=200, n t=200$, and also, the absolute error between them is included. One can notice that an excellent agreement is obtained. Figure 2 shows the inverse numerical solution in comparison with the exact $a(t)$.

Example 4.2. Consider the inverse IBVP (1)-(5) with the input data

$$
\begin{aligned}
f(x, t) & =\left(x^{2}-2 x\right)(\exp (t)-1)-2 \exp (t), \\
\varphi(x) & =\left(x^{2}-2 x\right), \psi(x)=\left(x^{2}-2 x\right), h(t)=-\frac{2}{3} \exp (t), \\
b & =-1, x \in[0,1], t \in[0,1] .
\end{aligned}
$$

One can easily check that the input data does not satisfy the conditions $\left(A_{1}\right)-\left(A_{4}\right)$. As the conditions of Theorem 3.2 are not satisfied we can not conclude the unique solvability of the inverse problem. However, the solution at least exists and given by

$$
\{a(t), u(x, t)\}=\left\{1 / \exp (t),\left(x^{2}-2 x\right) \exp (t)\right\}
$$

which can easily check by direct substitution. Figure 3 shows the exact and numerical solution of $\{a(t), u(x, t)\}$ for $n t=100$ and $n x=100$. Next, we investigate the stability of numerical solution with respect to the noisy overdetermination data (5), denoted by the function $h_{\gamma}(t)=h(t)(1+\gamma \theta)$ where $\gamma$ is the percentage of noise and $\theta$ are
random variables generated from a uniform distribution in the interval $[-0.5,0.5]$ which are generated using rand command in MATLAB. Figs. 4, 5 show the exact and numerical solutions of $\{a(t), u(n x / 2, t)\}$ when the input data (5) is contaminated by $\gamma=1 \%$ and $5 \%$ noise. Figs. 6, 7 show the exact and numerical solutions of $\{a(t), u(n x / 2, t)\}$ obtained after mollification, when the input data (5) is contaminated by $\gamma=1 \%$ and $5 \%$ noise. This mollification procedure has been performed using MATLAB version of the computational program supplied by D. A. Murio in [16]. From these figures it can be seen that the application of the mollification to stabilize the noisy function $h_{\gamma}(t)$, produce stable numerical solutions for $\{a(t), u(n x / 2, t)\}$.

## 5. Conclusion

The inverse problems for linear wave equations with unusual boundary conditions connected with recovery of the coefficient are scarce. The paper considers the of inverse problem of recovering a timedependent potential in an initial boundary value problem for a wave equation. The series expansion method in terms of eigenfunction of a Sturm-Liouville problem converts the considered inverse problem to a fixed point problem in a suitable Banach space. Under some consistency and regularity conditions on initial and boundary data, the existence and uniqueness of inverse problem is shown by using the Banach fixed point theorem and conditional stability of the solution of inverse problem is shown in a certain class of data. Numerically, the inverse problem has been discretized by using finite difference method, which has been solved using the MATLAB. Numerical results show that accurate, and stable solutions have been obtained.

## References

[1] Z.S. Aliev, Y.T. Mehraliev, An inverse boundary value problem for a second-order hyperbolic equation with nonclassical boundary conditions. Doklady Mathematics, 90 (2014). no:1, 513-517.
[2] S. Beilin, Existence of solutions for one-dimensional wave equations with nonlocal conditions, Electronic Journal of Differential Equations, (2001) no:76, 1-8.
[3] B.M. Budak, A.A. Samarskii, A.N. Tikhonov, A Collection of Problems on Mathematical Physics: International Series of Monographs in Pure and Applied Mathematics., (2013) Vol. 52. Elsevier.
[4] M. Dehghan, On the solution of an initial-boundary value problem that combines Neumann and integral condition for the wave equation. Numerical Methods for Partial Differential Equations 21.1 (2005): 24-40.
[5] G. Freiling, V.A. Yurko, Lectures on the Differential Equations of Mathematical Physics: A First Course, (2008) New York: Nova Science Publishers.
[6] S.O. Hussein, D. Lesnic, Determination of forcing functions in the wave equation. Part II: the time-dependent case, Journal of Engineering Mathematics 96.1 (2016): 135-153.
[7] S.O. Hussein, D. Lesnic, "Determination of forcing functions in the wave equation. Part I: the space-dependent case, Journal of Engineering Mathematics 96.1 (2016): 115-133.
[8] S.O. Hussein, D. Lesnic, M. Yamamoto, Reconstruction of space-dependent potential and/or damping coefficients in the wave equation, Computers and Mathematics with Applications 74.6 (2017): 1435-1454.
[9] O. Imanuvilov,M. Yamamoto, Global uniqueness and stability in determining coefficients of wave equations, Comm. Part. Diff. Equat., 26 (2001), 1409-1425.
[10] V. Isakov, Inverse problems for partial differential equations. Applied mathematical sciences. New York (NY): Springer; 2006.
[11] M.I. Ismailov, I. Tekin, Inverse coefficient problems for a first order hyperbolic system. Applied Numerical Mathematics 106 (2016): 98-115.
[12] N. Yu. Kapustin, On the spectral problem arising in the solution of a mixed problem for the heat equation with a mixed derivative in the boundary condition., Differential Equations 48.5 (2012): 701-706.
[13] K.I. Khudaverdiyev, A.G. Alieva, On the global existence of solution to one-dimensional fourth order nonlinear Sobolev type equations., Appl. Math. Comput. 217 (2010), no:1, 347-354.
[14] K. Lee, A mixed problem for hyperbolic equations with time-dependent domain. Journal of Mathematical Analysis and Applications 16.3 (1966): 455-471.
[15] Y. Megraliev, Q.N. Isgenderova, Inverse boundary value problem for a second-order hyperbolic equation with integral condition of the first kind., Problemy Fiziki, Matematiki i Tekhniki (Problems of Physics, Mathematics and Technics) 1 (2016): 42-47.
[16] D.A. Murio, Mollification and space marching, in: K.A. Woodbury (Ed.), Inverse Engineering Handbook, CRC Press, Boca Raton, Florida, 2002, pp. 219-326.
[17] G.K. Namazov, Inverse Problems of the Theory of Equations of Mathematical Physics, Baku, Azerbaijan, 1984. (in Russian).
[18] A.I. Prilepko, D.G. Orlovsky, I.A. Vasin, Methods for solving inverse problems in mathematical physics. Vol. 231, Pure and AppliedMathematics,(2000) New York (NY): Marcel Dekker.
[19] L.S. Pul'kina, A nonlocal problem with integral conditions for a hyperbolic equation., Differential equations 40.7 (2004): $947-953$.
[20] L.S. Pul'kina, A mixed problem with integral condition for the hyperbolic equation., Mathematical Notes 74.3-4 (2003): 411-421.
[21] L.S. Pul'kina, A nonlocal problem for a hyperbolic equation with integral conditions of the 1st kind with time-dependent kernels., Russian Mathematics 56.10 (2012): 26-37.
[22] S.S. Rao, Vibration of continuous systems, (2007) New York: Wiley.
[23] V.G. Romanov, Inverse Problems of Mathematical Physics, (1987) VNU Science Press BV, Utrecht, Netherlands.
[24] V.G. Romanov, M. Yamamoto. On the determination of the sound speed and a damping coefficient by two measurements. Applicable Analysis 84.10 (2005): 1025-1039.
[25] V.G. Romanov, Stability estimates in inverse problems for hyperbolic equations. Milan Journal of Mathematics 74.1 (2006): 357-385.
[26] K. Šišková, M. Slodička, Recognition of a time-dependent source in a time-fractional wave equation., Applied Numerical Mathematics 121 (2017), 1-17.
[27] I. Tekin, Reconstruction of a time-dependent potential in a pseudo-hyperbolic equation, UPB Scientific Bulletin-Series A-Applied Mathematics and Physics 81.2 (2019): 115-124.
[28] M. Yamamoto, Uniqueness and stability in multidimensional hyperbolic inverse problems. Journal de mathmatiques pures et appliques 78.1 (1999): 65-98.
[29] E.C. Zachmanoglou, W. Dale, Thoe. Introduction to partial differential equations with applications, (1986) Courier Corporation.
[30] L. Zhongyan, R.P. Gilbert, Numerical algorithm based on transmutation for solving inverse wave equation., Mathematical and Computer Modelling 39.13 (2004): 1467-1476.


Figure 1: Direct and inverse numerical solutions for $u(x, t)$ and the absolute error for the direct and inverse numerical solutions for Example 4.1.


Figure 2: Exact and inverse numerical solutions for $a(t)$ for Example 4.1.


Figure 3: Exact and numerical solutions of the problem (1)-(5) for example 4.2.


Figure 4: Exact and numerical coefficient solutions of the problem (1)-(5) for Example 4.2 with 1\% and 5\% noise.


Figure 5: Exact and numerical $u(x, t)$ solutions of the problem (1)-(5) for Example 4.2 with $1 \%$ and $5 \%$ noise.


Figure 6: Exact and numerical $u(x, t)$ solutions of the problem (1)-(5) for Example 4.2 after mollification with $1 \%$ and $5 \%$ noise.


Figure 7: Exact and numerical coefficient solutions of the problem (1)-(5) for Example 4.2 after mollification with $1 \%$ and $5 \%$ noise.
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