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Abstract. Let I be a normal hyperideal of a Krasner (m,n)-hyperring R, we define the relation ≡I by x ≡I y

if and only if f (x,−y,
(m−2)

0 )∩ I , ∅, which is an equivalence relation on R. By means of this idea, we propose
rough soft hyperrings (hyperideals) with respect to a normal hyperideal in a Krasner (m,n)-hyperring. Some
lower and upper rough soft hyperideals with respect to a normal hyperideal are investigated, respectively.
Further, we define the t-level set U(µ, t) = {(x, y) ∈ R × R|

∧
z∈ f (x,−y,

(m−2)
0 )

µ(z) ≥ t} of a Krasner (m,n)-hyperring

R and prove that it is an equivalence relation on R if µ is a fuzzy normal hyperideal of R. By means of this
novel idea, we propose rough soft hyperideals by means of fuzzy normal hyperideals in Krasner (m,n)-
hyperrings. Finally, two novel kinds of decision making methods to rough soft Krasner (m,n)-hyperrings
are established.

1. Introduction

It is well known that algebraic hyperstructures (or hypersystems) introduced by Marty [32] in 1934 are
generalizations of algebraic structures. In recent years, this theory has attracted wide attentions and many
applications in automata, cryptography, combinatorics, artificial intelligence, and so on. For more details,
see the books, [9, 10, 15, 39]. A well known type of hyperrings, called the Krasner hyperring [22], has been
investigated by many researchers, for examples, see [15, 25, 42].

n-groups were introduced by Dönte [17]. Afterward, (m,n)-rings and their quotient structures were
investigated by Crombez, Timm and Dudek, for examples, see [11, 12, 19]. Recently, the research on
n-ary hyperstructures has been initiated by Davvaz and Vougiouklis [16]. Leoreanu-Fotea [24] applied
rough set theory to n-ary hypergroups. At the same time, Leoreanu-Fotea [23] introduced canonical n-ary
hypergroups and discussed their properties. In 2010, Mirvakili and Davvaz [34] firstly introduced the
concept of (m,n)-hyperrings. Further, Anvariyeh [6] studied fundamental relations on (m,n)-ary hyper-
modules. In particular, Ameri [4, 5] invesstigated prime and primary hyperideals and subhypermodules
of (m,n)-hyperrings and (m,n)-hypermodules, respectively. Davvaz [13, 14] characterized fuzzy (m,n)-ary
hyperideals and (m,n)-ary subhypermodules of (m,n)-hyperrings and (m,n)-hypermodules, respectively.
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The theory of rough set, proposed by Pawlak [36], is an extension of set theory, in which a subset of a
universe is described by a pair of ordinary sets called the lower and upper approximations. We know that
a key concept in Pawlak rough set model is an equivalent relation. The equivalence classes are the building
blocks for the construction of the lower and upper approximations. According to Yao [40], there are two
main generalized methods for the Pawlak rough set models: the constructive and the algebric methods.
Based on these two methods, rough set theory has been combined with other mathematical theories, for
examples, see [18, 38, 45–47]. Nowadays, this theory has been applied to many research fields, such as
machine learning, expert systems, intelligent decision, pattern recognition, image processing, knowledge
discovering and others.

In 1999, Molodtsov [35] proposed soft set theory as a novel mathematical tool for dealing with uncer-
tainties from the viewpoint of parametrization. In 2003, Maji et al. [30] gave some operations on soft sets.
In particular, Ali [2, 3] proposed some novel operations and reduction of parameters on soft sets. Moreover,
Li [26] studied soft covering and its parameter reduction. Recently, the algebraic structures of soft sets have
been studied increasingly. At the same time, soft sets have potential applications in many fields, such as
decision making, information systems, description logic, forecasting, data analysis, and so on (see [7, 8]).
We know that uncertainties which arise from various domains have many different natures so that we can
not capture them by a single mathematical tool. Some researchers proposed some hybrid soft computing
models, such as fuzzy soft sets, fuzzy rough sets, rough soft sets and soft rough fuzzy sets, and so on. In
1990, Dubois and Prade [18] put forward rough fuzzy sets and fuzzy rough sets. In 2011, Maji [31] proposed
fuzzy soft sets. In particular, Feng [21] put forth rough soft sets and soft rough fuzzy sets. Moreover, Feng
[20] introduced soft rough sets. At the same time, Meng [33] modified soft rough fuzzy sets and soft fuzzy
rough sets. In 2014, Li [27] investigated the relationships among soft sets, soft rough sets and topologies.
Recently, Sun [38] proposed another soft fuzzy rough set, which is different from [33]. Further, he applied
soft fuzzy rough sets to decision making. Recently, some hybrid soft set models were established by Zhan
et al., see [28, 29, 37, 41, 44].

In 2015, Zhan [42] originally applied rough soft sets to algebraic structures and put forth rough soft
hemirings based on Feng’s idea in [21]. In the present paper, we put forth a novel rough soft algebraic
structure–Krasner (m,n)-hyperrings by means of another idea. Let I be a normal hyperideal of a Krasner

(m,n)-hyperring R. Then we define the relation ≡I by x ≡I y if and only if f (x,−y,
(m−2)

0 ) ∩ I , ∅. It is clear
that the relation ≡I is an equivalence relation on R. Based on this idea, we propose the concept of rough
soft hyperideals with respect to a normal hyperideal of a Krasner (m,n)-hyperring, which is different from
Zhan’s idea in [42]. Further, we show that U(µ, t) is an equivalence relation if µ is a fuzzy normal hyperideal
of a Krasner (m,n)-hyperring. Based on this novel idea, we propose rough soft hyperideals based on a
fuzzy normal hyperideal in Krasner (m,n)-hyperrings.

This paper is organized as follows: We recall some concepts and results on (m,n)-hyperrings, rough sets
and soft sets in section 2. In section 3, we propose the concept of rough soft hyperideals w.r.t. a normal
hyperideal of a Krasner (m,n)-hyperring and investigate some rough strong approximation operations.
Further, we propose rough soft hyperideals based on a fuzzy normal hyperideal in Krasner (m,n)-hyperrings
in section 4. In section 5, we put forth two novel kinds of decision making methods to rough soft Krasner
(m,n)-hyperrings.

2. Preliminaries

A mapping f : Hn
→ P

∗(H) is called an n-ary hyperoperation. An algebraic system (H, f ), where f is an
n-ary hyperoperation defined on H, is called an n-ary hypergroupoid.

We shall use the following abbreviated notation.
The sequence of elements xi, xi+1, · · · , x j is denoted by x j

i . In the case j < i, it is the empty symbol. If

xi+1 = xi+2 = · · · = xi+t = x, then we write
(t)
x instead of xi+t

i+1. In this convention, f (x1, x2, · · · , xn) = f (xn
1), and

f (x1, · · · , xi, x, · · · , x︸  ︷︷  ︸
t

, xi+t+1, · · · , xn) = f (xi
1,

(t)
x , xn

i+t+1).
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For non-empty subsets A1,A2, · · · ,An of H we define f (An
1) = f (A1, · · · ,An) =

⋃
{ f (xn

1)|xi ∈ Ai, i =
1, 2, · · · ,n}.

An n-ary hyperoperation f is called associative if

f (xi−1
1 , f (xn+i−1

i ), x2n−1
n+i ) = f (x j−1

1 , f (xn+ j−1
j ), x2n−1

n+ j )

hold for all 1 ≤ i < j ≤ n and x1, x2, · · · , x2n−1 ∈ H. An n-ary hypergroupoid with the associative n-ary
hyperoperation is called an n-ary semihypergroup.

An n-ary hypergroupoid (H, f ) in which the equation

b ∈ f (ai−1
1 , xi, an

i+1)

has a solution xi ∈ H for every ai−1
1 , an

i+1, b ∈ H and 1 ≤ i ≤ n is called an n-ary quasihypergroup; when (H, f )
is an n-ary semihypergroup, (H, f ) is called an n-ary hypergroup.

An element e ∈ H is called a scalar neutral element if

x = f (
(i−1)

e , x,
(n−i)

e ),

for every 1 ≤ i ≤ n and for every x ∈ H.
An element 0 of an n-ary semihypergroup (H, 1) is called a zero element if for every xn

2 ∈ H we have

1(0, xn
2) = 1(x2, 0, xn

3) = · · · = 1(xn
2 , 0) = 0.

Definition 2.1. [23] Let (H, f ) be a commutative n-ary hypergroup. (H, f ) is called a canonical n-ary hypergroup if

(1) there exists a unique e ∈ H such that for every x ∈ H, f (x,
(n−1)

e ) = x;

(2) for all x ∈ H there exists a unique x−1
∈ H such that e ∈ f (x, x−1,

(n−1)
e );

(3) if x ∈ f (xn
1), then for all i, we have xi ∈ f (x, x−1, · · · , x−1

i−1, x
−1
i+1, · · · , x

−1
n ).

We say that e is the scalar identity of (H, f ) and x−1 is the inverse of x. Notice that the inverse of e is e.

Definition 2.2. [34] A Krasner (m,n)-hyperring is an algebraic hyperstructure (R, f , 1) which satisfies the following
axioms:

(1) (R, f ) is a canonical m-hypergroup;
(2) (R, 1) is an n-ary semigroup;
(3) The n-ary operation 1 is distributive with respect to the m-ary hyperoperation f , that is, for every ai−1

1 , an
i+1, x

m
1 ∈

R, 1 ≤ i ≤ n,
1(ai−1

1 , f (xm
1 ), an

i+1) = f (1(ai−1
i , x1, an

i+1), · · · , 1(ai−1
1 , xm, an

i+1)).

(4) 0 is a zero element (absorbing element) of the n-ary operation 1, i.e., for every xn−1
2 ∈ R, we have

1(0, xn
2) = 1(x2, 0, xn

3) = · · · = 1(xn
2 , 0) = 0.

Throughout this paper, (R, f , 1) (briefly, R) is always a Krasner (m,n)-hyperring.
Let S be a non-empty subset of a Krasner (m,n)-hyperring (R, f , 1). If (S, f , 1) is a Krasner (m,n)-hyperring,

then S is called a subhyperring of R.
Let I be a non-empty subset of R and 1 ≤ i ≤ n; we call I an i-ideal of R if it satisfies:
(1) I is a subhypergroup of the canonical m-ary hypergroup (R, f ), i.e., (I, f ) is a canonical n-ary hyper-

group;
(2) For every xn

1 ∈ R, 1(xi−1
1 , I, xn

i+1) ⊆ I.
Also, if every 1 ≤ i ≤ n, I is an i-hyperideal, then I is called a hyperideal of R. Every hyperideal of R is a

subhyperring of R.
A hyperideal I of R is called normal if for every r ∈ R,

f (−r, I, r,
(m−3)

0 ) ⊆ I.
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Definition 2.3. [13] A fuzzy set µ of R is called a fuzzy hyperideal of R if it satisfies:
(1) min{µ(x1), µ(x2), · · · , µ(xm)} ≤

∧
z∈ f (xn

1 )
µ(z), for all xm

1 ∈ R;

(2) µ(x) ≤ µ(−x), for all x ∈ R;
(3) max{µ(x1), µ(x2), · · · , µ(xm)} ≤ µ(1(xn

1)), for all xn
1 ∈ R.

Further, a fuzzy hyperidealµ of R is called a fuzzy normal hyperideal of R if for all x, y ∈ R, min{µ(−x), µ(y), µ(x),
(m−3)
µ(0))} ≤∧

z∈ f (−x,y,x,
(m−3)

0 )

µ(z).

Lemma 2.4. [13] A fuzzy set µ of R is a fuzzy (normal) hyperideal of R if and only if non-empty subset µt is a
(normal) hyperideal of R for all t ∈ [0, 1].

Definition 2.5. [35] A pair S = (F,A) is called a soft set over U, where A ⊆ E and F : A → P(U) is a set-valued
mapping.

Definition 2.6. Let (F,A) be a non-null soft set over R. Then
(1) (F,A) is called a soft Krasner (m,n)-hyperring over R if F(x) is a subhyperring of R for all x ∈ Supp(F,A);
(2) (F,A) is called a soft (resp., left, right) hyperideal over R if F(x) is a (resp., left, right) hyperideal of S for all

x ∈ Supp(F,A).

Definition 2.7. [3] Let (F,A) and (G,B) be two soft sets over U.
(1) The extended intersection of (F,A) and (G,B), denoted by (F,A)uε (F,B), is defined as the soft set (H,C), where

C = A ∪ B, and ∀e ∈ C,

H(e) =


F(e) i f e ∈ A\B,
G(e) i f e ∈ B\A,
F(e) ∩ G(e) i f e ∈ A ∩ B.

(2) The restricted intersection of (F,A) and (G,B), denoted by (F,A)e (F,B), is defined as the soft set (H,C), where
C = A ∩ B and H(c) = F(c) ∩ G(c) for all c ∈ C.

(3) The extended union of (F,A) and (G,B), denoted by (F,A)∪̃(F,B), is defined as the soft set (H,C), where
C = A ∪ B, and ∀e ∈ C,

H(e) =


F(e) i f e ∈ A\B,
G(e) i f e ∈ B\A,
F(e) ∪ G(e) i f e ∈ A ∩ B.

(4) The restricted union of (F,A) and (G,B), denoted by (F,A) ∪R (F,B), is defined as the soft set (H,C), where
C = A ∩ B and H(c) = F(c) ∪ G(c) for all c ∈ C.

Note that restricted intersection was also known as bi-intersection and extended union was at first
introduced and called union by Maji et al. [30].

Definition 2.8. [36] For an approximation space (U, ρ), by a rough approximation in (U, ρ) we mean a mapping
Apr : P(U)→ P(U) × P(U) defined for every X ∈ P(U) by Apr(X) = (Apr(X),Apr(X)), where

Apr(X) = {x ∈ U : [x]ρ ⊆ X},

and
Apr(X) = {x ∈ U : [x]ρ ∩ X , ∅}.

Apr(X) is called a lower rough approximation of X and Apr(X) is called an upper rough approximation of X in (U, ρ).

Moreover, X is called definable if Apr(X) = Apr(X).
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By combining rough sets and soft sets, Feng [21] put forth rough soft sets as follows:

Definition 2.9. [21] Let (U, ρ) a Pawlak approximation space andS = (F,A) a soft set over U. The lower and upper
rough approximations of S = (F,A) w.r.t. (U, ρ) are denoted by ρ(S) = (F,A) and ρ(S) = (F,A), which are soft sets
over U with

F(x) = ρ(F(x)) = {y ∈ U|[y]ρ ⊆ F(x)} and F(x) = ρ(F(x)) = {y ∈ U|[y]ρ ∩ F(x) , ∅},
for all x ∈ A.

If ρ(S) = ρ(S), S is called definable; otherwise S is called a rough soft set.

3. Rough soft hyperideals w.r.t. a normal hyperideal

Let I be a normal hyperideal of a Krasner (m,n)-hyperring R. Then we define a relation ≡I by

x ≡I y if and only if f (x,−y,
(m−2)

0 ) ∩ I , ∅.
It is clear that the relation ≡I is an equivalence relation on R (see [34]).

Let [x]I denote the equivalence class of x w.r.t. I. Then [x]I = f (I, x,
(m−2)

0 ) for all x ∈ R (see [34]).
From now on, we use the pair (R, I) instead of the approximation space (U, ρ).

Definition 3.1. Let I be a normal hyperideal of a Krasner (m,n)-hyperring R, (R, I) a Pawlak approximation space
andS = (F,A) a soft set over R. The lower and upper rough approximations ofS = (F,A) w.r.t. (R, I) are denoted by:

Apr
I
(S) = (FI,A) and AprI(S) = (FI,A), which are soft sets over R with

FI(x) = Apr
I
(F(x)) = {y ∈ R| f (I, y,

(m−2)
0 ) ⊆ F(x)} and FI(x) = AprI(F(x)) = {y ∈ R| f (I, y,

(m−2)
0 ) ∩ F(x) , ∅}, for

all x ∈ A.
(i) Apr

I
(S) = AprI(S), the soft set S is said to be definable;

(ii) Apr
I
(S) , AprI(S), Apr

I
(S) (AprI(S)) is called a lower (upper) rough soft hyperring (resp., hyperideal) w.r.t.

I over R, if FI(x) (FI(x)) is a subhyperring (resp., hyperideal) of R, for all x ∈ Supp(F,A). Moreover, S is called a
rough soft hyperring (resp., hyperideal) w.r.t. I over R, if FI(x) and FI(x) are subhyperrings (resp., hyperideals) of R,
for all x ∈ Supp(F,A).

Example 3.2. Let R = {0, a, b, c} and define a 2-ary hyperoperation (+) as follows:

+ 0 a b c
0 0 a b c
a a {0, a} c {b, c}
b b c 0 a
c c {b, c} a {0, a}

Then (R,+) is a canonical 2-ary hypergroup. Let 1 be an n-ary operation on R such that

1(xn
1) =

{
b i f xn

1 ∈ {b, c},
0 else.

Then (R, f , 1) is a Krasner (2,n)-hyperring.
Let I = {0, a}, then it is a normal hyperideal of R and [0]I = [a]I = {0, a} and [b]I = [c]I = {b, c}.
Define a soft set S = (F,A) over R, where A = {0, a}, by F(0) = {0, a, b} and F(a) = {0, b}.
By calculations, FI(0) = {0, a},FI(0) = R,FI(a) = ∅ and FI(a) = R. Thus, S is a rough soft hyperideal w.r.t. I over R.

Example 3.3. Consider R = {0, 1, 2} with 3-ary hyperoperation f and 3-ary operation 1 as follows:
f (0, 0, 0) = 0, f (1, 1, 1) = 1, f (0, 0, 2) = 0, f (1, 2, 2) = S,
f (0, 0, 1) = 1, f (1, 1, 2) = S, f (0, 2, 2) = 2, f (2, 2, 2) = 2,
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f (0, 1, 1) = 1, f (0, 1, 2) = S.
and 1(0, x1, x2) = 0 for all x1, x2 ∈ S,
1(1, 1, 1) = 1, 1(1, 1, 2) = 1(1, 2, 2) = 1(2, 2, 2) = 2.
such that f and 1 are commutative. Then (R, f , 1) is a Krasner (3,3)-hyperring. Let I = {0, 2}, then it is a normal
hyperideal of R and [0]I = [2]I = {0, 2} and [1]I = {1}.
Define a soft set S = (F,A) over R, where A = {0}, by F(0) = {0, 2}.
By calculations, FI(0) = {0, 2} and FI(0) = R. Thus, S is a rough soft hyperideal w.r.t. I over R.

Denote f̂ (I,S) = f (I,F(x),
(m−2)

0 ) for all x ∈ A.

Lemma 3.4. Let I be a normal hyperideal of R and S = (F,A) a soft set over R. Then AprI(S) = f̂ (I,S).

Proof. Let y be any element of FI(x). Then f (I, y,
(m−2)

0 ) ∩ F(x) , ∅, ∀x ∈ A, and so there exists a ∈ R such

that a ∈ f (I, y,
(m−2)

0 ) ∩ F(x), that is, y ∈ f (I, a,
(m−2)

0 ) and a ∈ F(x), hence y ∈ f (I,F(x),
(m−2)

0 ). This means that
AprI(S) ⊆ f̂ (I,S).

Conversely, if y ∈ f (I,F(x),
(m−2)

0 ), then there exist a ∈ I and b ∈ F(x) such that y ∈ f (a, b,
(m−2)

0 ), that

is, b ∈ f (−a, y,
(m−2)

0 ) ⊆ f (I, y,
(m−2)

0 ), and so, b ∈ f (−a, y,
(m−2)

0 ) ∩ F(x), that is, y ∈ FI(x). This means that
f̂ (I,S) ⊆ AprI(S). Thus, AprI(S) = f̂ (I,S).

Definition 3.5. Let S = (F,A) and T = (G,B) be any two non-null soft sets over R. Then
(1) ˙f -hyperoperation of S and T, denoted by f (S,T) is defined by
˙f (S,T) = ˙f ((F,A), (G,B)) = (H,A × B),

where H(x, y) = f (F(x),G(y),
(m−2)

0 ), for all (x, y) ∈ (A,B).
(2) 1̇-operation of S and T, denoted by 1(S,T) is defined by
1̇(S,T) = 1̇((F,A), (G, b)) = (H,A × B),

where H(x, y) = 1(F(x),G(y),
(n−2)

e ), for all (x, y) ∈ (A,B).

Now, we discuss some properties of lower and upper approximations in Krasner (m,n)-hyperrings.

Theorem 3.6. Let I be a normal hyperideal of R, S = (F,A) and T = (G,B) any two non-null soft sets over R. Then
(1) ˙f (AprI(S),AprI(T)) = AprI( ˙f (S,T));
(2) ˙f (Apr

I
(S),Apr

I
(T)) ⊆ Apr

I
( ˙f (S,T)).

Proof. (1) By Lemma 3.4, ˙f (AprI(S),AprI(T)) = ˙f ( f̂ (I,S), f̂ (I,T)) = f̂ (I, ˙f (S,T)) = AprI( ˙f (S,T)).

(2) ∀x ∈ Supp(F,A), y ∈ Supp(F,B), let c ∈ f (FI(x),GI(y),
(m−2)

0 ), then c ∈ f (a, b,
(m−2)

0 ) for some a ∈ FI(x)

and b ∈ GI(y). Hence f (I, a,
(m−2)

0 ) ⊆ F(x) and f (I, b,
(m−2)

0 ) ⊆ G(y), and so f (I, c,
(m−2)

0 ) ⊆ f (I, f (a, b,
(m−2)

0 ),
(m−2)

0 ) =

f (I, a, b,
(m−3)

0 ) = f ( f (I, a,
(m−2)

0 ), f (I, b,
(m−2)

0 ),
(m−2)

0 ) ⊆ f (F(x),G(y),
(m−2)

0 ) = ˙f (S,T), which implies, c ∈ AprI( ˙f (S,T)).
Thus, ˙f (Apr

I
(S),Apr

I
(T)) ⊆ Apr

I
( ˙f (S,T)).

The following example shows that inclusion symbol “ ⊆ ” in above Theorem 3.6(2) may not be replaced
an equal sign.

Example 3.7. Let R = {0, a, b, c} be a set with the a 2-ary hyperoperation (+) and a 2-ary operation (·) as follows:

+ 0 a b c
0 0 a b c
a a {0, c} c {a, b}
b b c {0, c} {a, b}
c c c {a, b} {0, c}

· 0 a b c
0 0 0 0 0
a 0 a a 0
b 0 a a 0
c 0 0 0 0
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Then R is a (2,2)-hyperring. Let I = {0, c}, then it is a normal hyperideal of R and [0]I = [c]I = {0, c} and
[a]I = [b]I = {a, b}.

Define two soft setsS = (F,A) and T = (G,B) over R, where A = {0}, B = {a}, by F(0) = {0, a, c}, G(a) = {0, b, c}.
By calculations, FI(0) = {0, c} and GI(a) = {0, c}. Hence, FI(0) + GI(a) = {0, c}, but Apr

I
(F(0) + G(a)) = R. This

means that ˙f (Apr
I
(S),Apr

I
(T)) ( Apr

I
( ˙f (S,T)).

Theorem 3.8. Let I be a normal hyperideal of R with a scalar identity e,S = (F,A) and T = (G,B) any two non-null
soft sets over R, then

1̇(AprI(S),AprI(T)) ⊆ AprI(1̇(S,T)).

Proof. For any x ∈ Supp(F,A), y ∈ Supp(F,B), we have

1̇(AprI(S),AprI(T)) = 1̇( f̂ (I,S), f̂ (I,T))

= 1( f (I,F(x),
(m−2)

0 ), f (I,G(y),
(m−2)

0 ),
(m−2)

e )

= f (1(
(2)
I ,

(n−2)
e ), 1(I,G(y),

(n−2)
e ), 1(I,F(x),

(n−2)
e ),

1(F(x),G(y),
(n−2)

e ),
(m−4)

0 )

⊆ f (I, 1(F(x),G(y),
(n−2)

e ),
(m−2)

0 )

= f (I, 1̇(S,T),
(m−2)

0 )
= f̂ (I, 1̇(S,T))
= AprI(1̇(S,T)).

This completes the proof.
If we strength the condition, we can obtain the following result:

Theorem 3.9. Let I be an idempotent normal hyperideal of R with a scalar identity e,S = (F,A) and T = (G,B) any
two non-null soft sets over R, then

(1) 1̇(AprI(S),AprI(T)) = AprI(1̇(S,T));
(2) 1̇(Apr

I
(S),Apr

I
(T)) ⊆ Apr

I
(1̇(S,T)).

Proof. (1) It is similar to the proof of Theorem 3.8.

(2) For all x ∈ Supp(F,A), y ∈ Supp(F,B). Let c ∈ 1(FI(x),GI(y),
(n−2)

e ), then c = 1(a, b,
(n−2)

e ) for some a ∈ FI(x)

and b ∈ GI(y), which implies f (I, a,
(m−2)

0 ) ⊆ F(x) and f (I, b,
(m−2)

0 ) ⊆ G(y). Hence1( f (I, a,
(m−2)

0 ), f (I, b,
(m−2)

0 ),
(m−2)

e ) ⊆

1(F(x),G(y),
(n−2)

e ).
Thus,

1( f (I, a,
(m−2)

0 ), f (I, b,
(m−2)

0 ),
(m−2)

e ) = f (1(
(2)
I ,

(n−2)
e ), 1(I, b,

(n−2)
e ), 1(a, I,

(n−2)
e ),

1(a, b,
(n−2)

e ),
(m−4)

0 )

= f (I, 1(a, b,
(n−2)

e ),
(m−2)

0 )

= f (I, c,
(m−2)

0 )

⊆ 1(F(x),G(y),
(n−2)

e ).

This means that c ∈ Apr
I
(1̇(S,T)). Therefore, 1̇(Apr

I
(S),Apr

I
(T)) ⊆ Apr

I
(1̇(S,T)).

Definition 3.10. A Krasner (m,n)-hyperring R is called idempotent if 1(
(n)
x ) = x for all x ∈ R.
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Example 3.11. Let R = {0, a, b, c} be a set with the 2-ary hyperoperation (+) and 2-ary operation (·) as follows:

+ 0 a b c
0 0 a b c
a a {0, c} b a
b b b {0, a, c} b
c c a b 0

· 0 a b c
0 0 0 0 0
a 0 a 0 0
b 0 0 b c
c 0 0 c c

Then R is an idempotent Krasner (2, 2)-hyperring.

Theorem 3.12. Let R be an idempotent Krasner (m,n)-hyperring R with a scalar identity e, I a normal hyperideal of
R, S = (F,A) and T = (G,B) any two non-null soft sets over R. Then

(1) AprI(S) e AprI(T) ⊆ AprI(1̇(S,T);
(2) Apr

I
(S) e Apr

I
(T) ⊆ Apr

I
(1̇(S,T).

Proof. (1) For all x ∈ Supp(F,A), y ∈ Supp(F,B), let c ∈ FI(x) ∩ GI(y). Then f (I, c,
(m−2)

0 ) ∩ F(x) , ∅ and

f (I, c,
(m−2)

0 )∩G(y) , ∅, and so there exist a ∈ f (I, c,
(m−2)

0 )∩F(x) and b ∈ f (I, c,
(m−2)

0 )∩G(y). That is a ∈ f (d, c,
(m−2)

0 ),

a ∈ F(x), b ∈ f (k, c,
(m−2)

0 ) and b ∈ G(y) for some d, k ∈ I.
Thus

1(a, b,
(n−2)

e ) ∈ 1( f (d, c,
(m−2)

0 ), f (k, c,
(m−2)

0 ),
(n−2)

e )

= f (1(d, k,
(n−2)

e ), 1(d, c,
(n−2)

e ), 1(k, c,
(n−2)

e ), 1(
(2)
c ,

(n−2)
e ),

(m−4)
0 )

⊆ f (c, I,
(m−2)

0 ),

which implies,

c ∈ f (1(a, b,
(n−2)

e ), I,
(m−2)

0 )

⊆ f (1(F(x),G(y),
(n−2)

e ), I,
(m−2)

0 )

⊆ f (1(F(x),G(y),
(n−2)

e ), I,
(m−2)

0 )

⊆ f (1̇(S,T), I,
(m−2)

0 )
= f̂ (I, 1̇(S,T))
= AprI(1̇(S,T).

This means that AprI(S) e AprI(T) ⊆ AprI(1̇(S,T).

(2) For all x ∈ Supp(F,A), y ∈ Supp(F,B), let c ∈ FI(x) ∩ GI(y). Then f (I, c,
(m−2)

0 ) ⊆ F(x) and f (I, c,
(m−2)

0 ) ⊆
G(y).

Hence

1( f (I, c,
(m−2)

0 ), f (I, c,
(m−2)

0 ),
(n−2)

e ) = f (1(
(2)
c ,

(n−2)
e ), 1(c, I,

(n−2)
e ), 1(I, c,

(n−2)
e ),

(m−4)
0 )

= f (c, I,
(m−2)

0 )

⊆ 1(F(x),G(y),
(n−2)

e ),

which implies, c ∈ Apr
I
(1̇(S,T)). This means that Apr

I
(S) e Apr

I
(T) ⊆ Apr

I
(1̇(S,T)).

Corollary 3.13. Let R be an idempotent Krasner (m,n)-hyperring R with a scalar identity e and I a normal hyperideal
of R. If S = (F,A) and T = (G,B) are a soft right hyperideal and a soft left hyperideal of R, respectively. Then

(1) AprI(S) e AprI(T) = AprI(1̇(S,T);
(2) Apr

I
(S) e Apr

I
(T) = Apr

I
(1̇(S,T).
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Theorem 3.14. Let I be a normal hyperideal of R andS = (F,A) a soft hyperideal over R. ThenS is an upper rough
soft hyperideal w.r.t. I over R.

Proof. Let y, z ∈ FI(x), then f (I, y,
(m−2)

0 ) ∩ F(x) , ∅ and f (I, z,
(m−2)

0 ) ∩ F(x) , ∅, and so there exist a, b ∈ R

such that a ∈ f (I, y,
(m−2)

0 ) ∩ F(x) and b ∈ f (I, z,
(m−2)

0 ) ∩ F(x), that is, y ∈ f (I, a,
(m−2)

0 ), z ∈ f (I, b,
(m−2)

0 ) and

a, b ∈ F(x). Hence y, z ∈ f (I,F(x),
(m−2)

0 ). This means that f (I, y, z,
(m−3)

0 ) ⊆ f (I,F(x),
(m−2)

0 ) = f̂ (I,S). By Lemma

3.4, f̂ (I,S) = AprI(S), and so, f (I, y, z,
(m−3)

0 ) ⊆ AprI(S). This means that f (I, y, z,
(m−3)

0 ) ⊆ FI(x). We can easily
show that −z ∈ FI(x). This proves that FI(x) is a canonical m-ary hypergroup.

For any xn
1 ∈ R and y ∈ FI(x), then by the above discussion, y ∈ f (I,F(x),

(m−2)
0 ). Hence, 1(xi−1

1 , y, xn
i+1) ⊆

1(xi−1
1 , f (I,F(x),

(m−2)
0 ), xn

i+1) = f (1(xi−1
1 , I, xn

i−1), 1(xi−1
1 ,F(x), xn

i+1),
(m−2)

0 ). Since I and F(x) are hyperideals of R,

1(xi−1
1 , I, xn

i+1) ⊆ I and 1(xi−1
1 ,F(x), xn

i+1) ⊆ F(x). Thus, 1(xi−1
1 , y, xn

i+1) ⊆ f (I,F(x),
(m−2)

0 ) = AprI(S). This means
that 1(xi−1

1 , y, xn
i+1) ∈ FI(x).

This shows that for all x ∈ Supp(F,A),FI(x) is a hyperideal of R. Thus, AprI(S) is an upper rough soft
hyperideal over R.

Theorem 3.15. Let I be a normal hyperideal of R and S = (F,A) any soft hyperideal over R. Then Apr
I
(S) , ∅ ⇔

Apr
I
(S) = S.

Proof. If Apr
I
(S) , ∅, then for all x ∈ Supp(F,A), there exists a ∈ FI(x) ⊆ F(x), that is, f (I, y,

(m−2)
0 ) ⊆ F(x).

Hence

I ⊆ f (−y, I, y,
(m−3)

0 )

= f (−y, f (I, y,
(m−2)

0 ),
(m−2)

0 )

⊆ f (−y,F(x),
(m−2)

0 )
⊆ F(x).

For any a ∈ F(x), then f (a, I,
(m−2)

0 ) ⊆ f (a,F(x),
(m−2)

0 ) ⊆ F(x), this implies that a ∈ FI(x), so F(x) ⊆ FI(x), hence
FI(x) = F(x), ∀x ∈ Supp(F,A). This means that Apr

I
(S) = S.

Conversely, if Apr
I
(S) = S, it is clear that Apr

I
(S) , ∅. This completes the proof.

4. Rough soft hyperideals w.r.t. a fuzzy normal hyperideal

In this section, we show that U(µ, t) is an equivalence relation if µ is a fuzzy normal hyperideal of a
Krasner (m,n)-hyperring. Based on this novel idea, we propose rough soft hyperideals w.r.t. a fuzzy normal
hyperideal in Krasner (m,n)-hyperrings.

Definition 4.1. Let µ be a fuzzy set of R. For each t ∈ [0, µ(0)], the set U(µ, t) = {(x, y) ∈ R×R|
∧

z∈ f (x,−y,
(m−2)

0 )

µ(z) ≥ t}

is called a t-level relation of µ.

Lemma 4.2. Let µ be a fuzzy normal hyperideal of R and t ∈ [0, µ(0)], the set U(µ, t) is an equivalence relation on R.
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Proof. (1) For any x ∈ R, 0 ∈ f (x,−x,
(m−2)

0 ), then µ(0) ≥ t, which implies, (x, x) ∈ U(µ, t).
(2) If (x, y) ∈ U(µ, t), then

∧
z∈ f (x,−y,

(m−2)
0 )

µ(z) ≥ t, and so

∧
z∈ f (y,−x,

(m−2)
0 )

µ(z) =
∧

−z∈ f (y,−x,
(m−2)

0 )

µ(−z)

=
∧

z∈ f (x,−y,
(m−2)

0 )

µ(−z)

=
∧

z∈ f (x,−y,
(m−2)

0 )

µ(z)

≥ t,

which implies, (y, x) ∈ U(µ, t).
(3) If (x, y) ∈ U(µ, t) and (y, z) ∈ U(µ, t), then

∧
w∈ f (x,−y,

(m−2)
0 )

µ(w) ≥ t and
∧

w∈ f (y,−z,
(m−2)

0 )

µ(w) ≥ t.

Hence, ∧
w∈ f (x,−z,

(m−2)
0 )

µ(w) =
∧

w∈ f ( f (x,−y,
(m−2)

0 ), f (y,−z,
(m−2)

0 ),
(m−2)

0 )

µ(w)

≥
∧

w∈ f (x,−y,
(m−2)

0 )

µ(w) ∧
∧

w∈ f (y,−z,
(m−2)

0 )

µ(w) ∧ µ(0)

≥ t ∧ t
= t,

which implies, (x, z) ∈ U(µ, t).
This proves that U(µ, t) is an equivalence relation on R.
Let µ be a fuzzy normal hyperideal of R and t ∈ [0, µ(0)]. By the above lemma, U(µ, t) is an equivalence

relation on R. Hence, when U = R and ρ is the above equivalence relation, then we use (R, µ, t) instead of
approximation space (U, ρ).

Definition 4.3. Let (R, µ, t) be a Pawlak approximation space and S = (F,A) a soft set over R. The lower and upper
rough approximations of S = (F,A) w.r.t. U(µ, t) are denoted by

U(µ, t,S) = (Fµ,A) and U(µ, t,S) = (Fµ,A), which are soft sets over R with

Fµ(x) = U(µ, t,F(x)) = {y ∈ R| f (µt, y,
(m−2)

0 ) ⊆ F(x)} and Fµ(x) = U(µ, t,F(x)) = {y ∈ R| f (µt, y,
(m−2)

0 ) ∩ F(x) ,
∅}, for all x ∈ A.

(i) U(µ, t,S) = U(µ, t,S), the soft set S is said to be definable;
(ii) U(µ, t,S) , U(µ, t,S), U(µ, t,S) (U(µ, t,S)) is called a lower (upper) rough soft hyperideal w.r.t. U(µ, t)

over R, if Fµ(x) (Fµ(x)) is a hyperideal of R, for all x ∈ Supp(F,A). Moreover,S is called a rough soft hyperideal w.r.t.

U(µ, t) over R, if Fµ(x) and Fµ(x) are hyperideals of R, for all x ∈ Supp(F,A).

Example 4.4. Consider the Krasner (2,n)-hyperring R as in Example 3.2. Define a fuzzy set µ of R by

µ(x) =

{
0.6 i f x ∈ {0, a},
0.2 otherwise.

Let t = 0.5, then µt = {0, a} is a normal hyperideal of R. Define a soft set S = (F,A) over R, where A = {e}, by
F(e) = {0, a, b}.
By calculations, Fµ(e) = {0, a} and Fµ(e) = R. This shows that S is a rough soft hyperideal w.r.t. U(µ, t) over R.

Combining Lemma 3.4 and Definition 4.3, we can easily obtain the following result.
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Lemma 4.5. Let µ be a fuzzy normal hyperideal of R, t ∈ [0, µ(0)] and S = (F,A) a soft set over R. Then

U(µ, t,S) = f (µt,S,
(m−2)

0 ), that is, for all x ∈ Supp(F,A), U(µ, t,F(x)) = f (µt,F(x),
(m−2)

0 ).

Theorem 4.6. Let µ be a fuzzy normal hyperideal of R and t ∈ [0, µ(0)]. If S = (F,A) is a soft hyperideal over R.
Then

(1) U(µ, t,S) is an upper rough soft hyperideal w.r.t. U(µ, t) over R;
(2) If U(µ, t,S) , ∅, U(µ, t,S) is a lower rough soft hyperideal w.r.t. U(µ, t) over R.

Proof. It is similar to the proof of Theorems 3.14 and 3.15.

Definition 4.7. Let µ and ν be two fuzzy sets of R. The sum µ + ν of µ and ν is defined as follows:

(µ + ν)(x) =
∨

x∈ f (a,b,
(m−2)

0 )

µ(a) ∧ ν(b).

Lemma 4.8. Let µ and ν be two fuzzy sets of R and t ∈ [0, µ(0)]. Then

f (µt, νt,
(m−2)

0 ) = (µ + ν)t.

Proof. Let x ∈ f (µt, νt,
(m−2)

0 ), then there exist a ∈ µt and b ∈ νt such that x ∈ f (a, b,
(m−2)

0 ). Hence (µ + ν)(x) =∨
x∈ f (a′,b′,

(m−2)
0 )

µ(a′) ∧ ν(b′) ≥ µ(a) ∧ ν(b) ≥ t, which implies, x ∈ (µ + ν)t, that is, f (µt, νt,
(m−2)

0 ) ⊆ (µ + ν)t.

Conversely, let x ∈ (µ + ν)t, then (µ + ν)(x) ≥ t, and so,
∨

x∈ f (a,b,
(m−2)

0 )

µ(a) ∧ ν(b) ≥ t, then there exist c, d ∈ R

such that x ∈ f (c, d,
(m−2)

0 ) and µ(c) ∧ ν(d) ≥ t, that is, µ(c) ≥ t and ν(d) ≥ t, and so, c ∈ µt and d ∈ νt. Hence

x ∈ f (µt, νt,
(m−2)

0 ), that is, (µ + ν)t ⊆ f (µt, νt,
(m−2)

0 ). This completes the proof.

Remark 4.9. Let µ and ν be two fuzzy sets of R with a scalar identity e, t ∈ [0, µ(0)] and S = (F,A) a soft set over
R. For all x, y ∈ Supp(F,A);

(1) Denote f (U(µ, t,S),U(ν, t,S)) by f (U(µ, t,F(x)),U(ν, t,F(y)),
(m−2)

0 );

(2) Denote f (U(µ, t,S),U(ν, t,S)) by f (U(µ, t,F(x)),U(ν, t,F(y)),
(m−2)

0 );

(3) Denote 1(U(µ, t,S),U(ν, t,S)) by 1(U(µ, t,F(x)),U(ν, t,F(y)),
(n−2)

e );

(4) Denote 1(U(µ, t,S),U(ν, t,S)) by 1(U(µ, t,F(x)),U(ν, t,F(y)),
(n−2)

e ).

Definition 4.10. Let S = (F,A) be a soft set over R. Then

(1) S is called f -closed if for all x, y ∈ A, then there exists z ∈ A such that f (F(x),F(y),
(m−2)

0 ) ⊆ F(z);

(2) S is called 1-closed if for all x, y ∈ A, then there exists z ∈ A such that 1(F(x),F(y),
(n−2)

e ) ⊆ F(z).

Theorem 4.11. Let µ and ν be two fuzzy normal hyperideals of R with a scalar identity e. If S = (F,A) is a 1-closed
soft set over R. Then

1(U(µ, t,S),U(ν, t,S)) ⊆ U(µ + ν, t,S).

Proof. Letµ and ν be two fuzzy normal hyperideals of R, then by Lemma 2.4, µt and νt are normal hyperideals
of R for all t ∈ [0, µ(0)].

For any x, y ∈ Supp(F,A), then by Lemmas 4.5 and 4.8, we have
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1(U(µ, t,F(x)),U(ν, t,F(y)),
(n−2)

e ) = 1( f (µt,F(x),
(m−2)

0 ), f (νt,F(y),
(m−2)

0 ),
(n−2)

e )

= f (1(µt, νt,
(n−2)

e ), 1(µt,F(y),
(n−2)

e ),

1(F(x), µt,
(n−2)

e ), 1(F(x),F(y),
(n−2)

e ),
(m−4)

0 )

⊆ f (µt, νt, 1(F(x),F(y),
(n−2)

e ),
(m−3)

0 )

⊆ f (µt, νt,F(z),
(m−3)

0 ) (since S is g − closed)

= f ( f (µt, νt,
(m−2)

0 ),F(z),
(m−2)

0 )

= f ((µ + ν)t,F(z),
(m−2)

0 )
= U(µ + ν, t,F(z))
⊆ U(µ + ν, t,S).

This completes the proof.

Theorem 4.12. Let µ and ν be two fuzzy normal hyperideals of R. If S = (F,A) is an f -closed soft set over R. Then
(1) f (U(µ, t,S),U(ν, t,S)) ⊆ U(µ + ν, t,S);
(2) f (U(µ, t,S),U(ν, t,S)) ⊆ U(µ + ν, t,S).

Proof. Letµ and ν be two fuzzy normal hyperideals of R, then by Lemma 2.4, µt and νt are normal hyperideals
of R for all t ∈ [0, µ(0)].

(1) For any x, y ∈ Supp(F,A), then by Lemmas 4.5 and 4.8, we have

f (U(µ, t,F(x)),U(ν, t,F(y)),
(m−2)

0 ) = f ( f (µt,F(x),
(m−2)

0 ), f (νt,F(y),
(m−2)

0 ),
(m−2)

0 )

= f (µt, νt,F(x),F(y),
(m−4)

0 )

= f ( f (µt, νt,
(m−2)

0 ), f (F(x),F(y),
(m−2)

0 ),
(m−2)

0 )

= f ((µ + ν)t, f (F(x),F(y),
(m−2)

0 ),
(m−2)

0 )

⊆ f ((µ + ν)t,F(z),
(m−2)

0 ) (since S is f − closed)
= U(µ + ν, t,F(z))
⊆ U(µ + ν, t,S).

(2) Let x ∈ f (U(µ, t,S),U(ν, t,S)), then x ∈ f (a, b,
(m−2)

0 ) for some a ∈ U(µ, t,S) and b ∈ U(ν, t,S), and so,

f (µt, a,
(m−2)

0 ) ⊆ F(x) and f (νt, b,
(m−2)

0 ) ⊆ F(x).
Hence,

f (x, (µ + ν)t,
(m−2)

0 ) = f (x, µt, νt,
(m−2)

0 )

⊆ f ( f (a, b,
(m−2)

0 ), µt, νt,
(m−3)

0 )

= f ( f (a, µt,
(m−2)

0 ), f (b, νt,
(m−2)

0 ),
(m−3)

0 )

⊆ f (F(x),F(x),
(m−2)

0 )
⊆ F(z), (since S is f − closed)

which implies, x ∈ U(µ + ν, t,S). This completes the proof.
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5. Applications of rough soft Krasner (m, n)-hyperrings in decision making

In this section, we illustrate two novel kinds of decision making methods for rough soft Krasner (m,n)-
hyperrings, and provide some relevant algebraic and applied examples, respectively. Maybe it would be
served as a foundation of rough soft set theory and other decision making methods in different areas, such
as theoretical computer sciences, information sciences and intelligent systems, and so on.

Decision making method I:
Let R be a Krasner (m,n)-hyperring and E a set of related parameters. Let A = {e1, e2, · · · , em} ⊆ E and

S = (F,A) be an original description soft set over R. Let I be a normal hyperideal of R and (R, I) be a Pawlak
approximation space. Then we present the decision algorithm for rough soft hyperrings as follows:
Step 1 Input the original description Krasner (m,n)-hyperring R, soft set S and Pawlak approximation
space (R, I), where I is a normal hyperideal of R.
Step 2 Compute the lower and upper rough soft approximation operators Apr

I
(S) and AprI(S) on S,

respectively.

Step 3 Compute the different values of ‖F(ei)‖, where ‖F(ei)‖ =
|FI(ei)|−|FI(ei)|
|F(ei)|

.
Step 4 Find the minimum value ‖F(ek)‖ of ‖F(ei)‖, where ‖F(ek)‖ = min

i
‖F(ei)‖.

Step 5 The decision is F(ek).

Example 5.1. Assume that we want to find the nearest accurate Krasner (m,n)-hyperring on a soft set S.
Let R = {0, a, b, c} be a set with the a 2-ary hyperoperation (+) and a 2-ary operation (·) as follows:

+ 0 a b c
0 0 a b c
a a {0, c} b {a, c}
b b b {0, a, c} b
c c {0, c} b {0, a}

· 0 a b c
0 0 0 0 0
a 0 a 0 c
b 0 0 b 0
c 0 c 0 c

Then R is a (2,2)-hyperring. Let I = {0, c} be a normal hyperideal of R. Define a soft set S = (F,A) over R, where
A = {e1, e2, e3, e4}. The tabular representation of the soft set S is given in Table 1.

Table 1 Table for soft set S
0 a b c

e1 1 1 1 0
e2 1 0 1 1
e3 0 1 1 0
e4 1 0 0 0

Now, the tabular representations of two soft sets Apr
I
(S) and AprI(S) over R are given by Tables 2 and 3,

respectively.

Table 2 Table for soft set Apr
I
(S)

0 a b c
e1 1 1 0 0
e2 1 0 0 1
e3 0 1 0 0
e4 1 0 0 0

Table 3 Table for soft set AprI(S)
0 a b c

e1 1 1 1 1
e2 1 1 1 1
e3 1 1 1 1
e4 1 1 0 1
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Then, we can calculate ‖F(e1)‖ = 0.67, ‖F(e2)‖ = 0.67, ‖F(e3)‖ = 1.5, ‖F(e4)‖ = 2. This means the minimum value
for ‖F(ei)‖ is ‖F(e1)‖ = ‖F(e2)‖ = 0.67. That is, F(e1) and F(e2) are the closest accurate (2,2)-hyperrings on S.

Finally, we revise the above algorithm according to weighted choice values of objects.
Decision making method II:
Let R be a Krasner (m,n)-hyperring and E a set of related parameters. Let A = {e1, e2, · · · , em} ⊆ E, denote

by wi the weight value of ei (i = 1, 2 · · · ,m), where
m∑

i=1
ei = 1, and S = (F,A) be an original description soft

set over R. Let I be a normal hyperideal of R and (R, I) be a Pawlak approximation space. Then we present
the decision algorithm for rough soft Krasner (m,n)-hyperrings as follows:
Step 1 Input the original description Krasner (m,n)-hyperring R, soft set S and Pawlak approximation
space (R, I), where I is a normal hyperideal of R.
Step 2 Compute the lower and upper rough soft approximation operators Apr

I
(S) and AprI(S) on S,

respectively.

Step 3 Compute the different values of ‖F(ei)‖, where ‖F(ei)‖ =
|FI(ei)|−|FI(ei)|
|F(ei)|

× wi.
Step 4 Find the minimum value ‖F(ek)‖ of ‖F(ei)‖, where ‖F(ek)‖ = min

i
‖F(ei)‖.

Step 5 The decision is F(ek).

Example 5.2. Assume that we want to find the nearest accurate Krasner (m,n)-hyperring on a soft setS. Consider the
Krasner (m,n)-hyperring R as in Example 5.1. Let I = {0, c} be a normal hyperideal of R. Define a soft setS = (F,A)
over R, where A = {e1, e2, e3, e4}, where wi is the weight value of ei(i = 1, 2, 3, 4). The tabular representation of the
soft set S is given in Table 4.

Table 4 Table for soft set S
0 a b c

e1,w1 = 0.3 1 1 1 0
e2,w2 = 0.2 1 0 1 1
e3,w3 = 0.4 0 1 1 0
e4,w4 = 0.1 1 0 0 0

Now, the tabular representations of two soft sets Apr
I
(S) and AprI(S) over R are given by Tables 5 and 6,

respectively.

Table 5 Table for soft set Apr
I
(S)

0 a b c
e1,w1 = 0.3 1 1 0 0
e2,w2 = 0.2 1 0 1 0
e3,w3 = 0.4 0 1 0 0
e4,w4 = 0.1 1 0 0 0

Table 6 Table for soft set AprI(S)
0 a b c

e1,w1 = 0.3 1 1 1 1
e2,w2 = 0.2 1 1 1 1
e3,w3 = 0.4 1 1 1 1
e4,w4 = 0.1 1 1 0 1

Then, we can calculate ‖F(e1)‖ = 0.2, ‖F(e2)‖ = 0.13, ‖F(e3)‖ = 0.6, ‖F(e4)‖ = 0.2. This means the minimum value
for ‖F(ei)‖ is ‖F(e2)‖ = 0.13. That is, F(e2) = {0, b, c} is the closest accurate (2, 2)-hyperring on S.
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6. Conclusions

In 2010, Feng [21] proposed the concept of rough soft sets by combining rough sets and soft sets. By
means of Feng’s idea in [21], Zhan [43] originally applied rough soft sets to algebraic structures–hemirings,
and gave some characterizations of rough soft hemirings. In the present paper, we put forward a novel
rough soft algebraic hyperstructure–Krasner (m,n)-hyperrings by another kind of method. Let I be a
normal hyperideal of a Krasner (m,n)-hyperring R, then we define the relation ≡I by x ≡I y if and only if

f (x,−y,
(m−2)

0 ) ∩ I , ∅. It is clear that the relation ≡I is an equivalence relation on R. Based on this novel
idea, we propose the concept of rough soft hyperrings (hyperideals) w.r.t. a normal hyperideal of a Krasner
(m,n)-hyperring, which is different from Zhan’s idea in [43].

Besides, we define the t-level set U(µ, t) = {(x, y) ∈ R × R|
∧

z∈ f (x,−y,
(m−2)

0 )

µ(z) ≥ t} of a Krasner (m,n)-

hyperrings R and prove that it is an equivalence relation on R if µ is a fuzzy normal hyperideal of R.
Based on this novel idea, we propose rough soft hyperideals w.r.t. a fuzzy normal hyperideal in Krasner
(m,n)-hyperrings and investigate some characterizations.

In recent years, the problem of decision making in an imprecise environment has been found very
important. Based on the above conditions, we first try to put forth a kind of decision making approaches
based on rough soft Krasner (m,n)-hyperrings. It is pointed out that the primary motivation for decision
algorithm is to found which is the best parameter of a given soft set. In other words, we focus on finding
which is the nearest accurate Krasner (m,n)-hyperring on a soft set w.r.t. a normal hyperideal of Krasner
(m,n)-hyperrings. By Examples 5.1 and 5.2, the approach is proved to be flexible, effective, practical and
accurate.

We hope it would be served as a foundation of rough soft set theory and other decision making methods
in different areas, such as theoretical computer sciences, information sciences and intelligent systems, and
so on.

As an extension of this work, maybe the following topics can be considered:
(1) Establishing decision making methods based on rough soft hyperideals with respect to a fuzzy

normal hyperideal in Krasner (m,n)-hyperrings;
(2) Applying soft rough sets to Krasner (m,n)-hyperrings;
(3) Investigating soft rough fuzzy sets to Krasner (m,n)-hyperrings;
(4) Studying soft fuzzy rough Krasner (m,n)-hyperrings.
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