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Abstract. The power graphP(G) of finite group G is a graph whose vertex set is G and two distinct vertices
are adjacent if one is a power of the other. In this paper, we determine the characteristic polynomial of the
power graphs of groups of order a product of three primes.

1. Introduction

There are many connections between graph spectra and other aspects of graphs such as diameter,
automorphis group, hamiltonicity, etc. Artur Cayley was the first mathematician who defined a graph
associated to a finite group. The concept of the directed power graph a semigroup is introduced by Kelarev
and Quinnn see [9] as well as [10–12, 14]. The power graphP(G) of a finite group G is a simple graph where
V(P(G)) = G and two vertices are adjacent if and only if one of them is a power of the other. A survey
containing new results of this topic can be found in [1]. The complete power graphs considered first by
Chakrabarty et al. in [4] and a formula for the number of edges in a power graph is proposed. Cameron
and Ghosh in [2] showed that non-isomorphic finite groups may have isomorphic power graphs, but if G
and H are two finite abelian groups, where P(G) � P(H), then G � H. Many properties concerning with
power graphs are studied in [3–5]. Let Γ be a finite undirected graph without loops or multiple edges with
vertices {v1, v2, · · · , vn}. If two vertices vi and v j are joined by an edge, we say that vi and v j are adjacent and
write vi ∼ v j. The adjacency matrix A of graph Γ is a n × n square matrix A(Γ) = ai j, where

ai j =

{
1 i f vi ∼ v j
o otherwise .

Hence, A is a symmetric real matrix with zero diagonal and the roots of the characteristic polynomial
PG(x) = det(xI −A) are called the eigenvalues of Γ. The spectrum of Γ which consists of the n eigenvalues of
Γ is denoted by spec(Γ).

In the next section, we introduce some results that we use in this paper. Section three contains the
main results of this paper. This section has two subsections. In the first subsection, we determine the
characteristic polynomial of power graph of groups of order p3, where p is a prime number, and in the
second subsection we do this for groups of order a product of three distinct primes .

2010 Mathematics Subject Classification. Primary 22E46; Secondary 53C35, 57S20
Keywords. power graph, connected graph, spectrum of graph
Received: 18 December 2017; Revised: 22 July 2018; Accepted: 04 August 2018
Communicated by Francesco Belardo
Email address: mghorbani@sru.ac.ir (Modjtaba Ghorbani)



M. Ghorbani, F. Abbasi-Barfaraz / Filomat 32:12 (2018), 4375–4387 4376

2. Definitions and Preliminaries

Here, our notation is standard and mainly taken from [6]. For the sake of completeness, we mention
here some results which are crucial throughout this paper.

Theorem 2.1. [4] Let G be a finite group. Then P(G) is complete graph if and only if G is a cyclic group of order 1
or pm, for some prime number p and m ∈ N.

Theorem 2.2. [6] The characteristic polynomial of the disjoint union of two graphs Γ1 and Γ2 is

PΓ1∪Γ2 (x) = PΓ1 (x)PΓ2 (x).

It follows that if Γ1,Γ2, . . . ,Γs are the components of the graph Γ, then

PΓ(x) = PΓ1 (x)PΓ2 (x) . . .PΓs (x).

Suppose F = {Γ1,Γ2, . . . ,Γs} is a family of graphs. Define Γ = Γ1 + Γ2 + · · · + Γs to be the join graph of
{Γ1,Γ2, . . . ,Γs}with vertex set V(Γ) = ∪s

i=1V(Γi) and edge set

E(Γ) = ∪s
i=1E(Γi) ∪ {(u, v)|u ∈ V(Γi), v ∈ V(Γ j), (1 ≤ i, j ≤ s)}.

Theorem 2.3. [6] Let Γ1, Γ2 be two graphs on respectively n1, n2 vertices. The characteristic polynomial of the join
graph Γ1 + Γ2 is

PΓ1+Γ2 (x) = (−1)n2 PΓ1 (x)PΓ̄2
(−x − 1) + (−1)n1 PΓ2 (x)PΓ̄1

(−x − 1)
− (−1)n1+n2 PΓ̄1

(−x − 1)PΓ̄2
(−x − 1).

Suppose µi are the distinct eigenvalues of Γ, then for fixed i, if eigenspaces V(µi) has an orthonormal
basis {x1, . . . , xd} then Pi = x1xT

1 + · · · + xdxT
d , otherwise Pi represents the orthogonal projection of Rn onto

V(µi) with respect to the standard orthonormal basis {e1, . . . , en} of Rn. On the other hand, j is the all-1
vector inRn and the numbers βi =

||Pij||
√

n
, (i = 1, . . . ,m) are the main angles of graph Γ; they are the cosines of

the angles between eigenspaces and j, see [6]. Note that Σm
i=1β

2
i = 1, because Σm

i=1Pij = j. Then we have the
following proposition.

Proposition 2.4. [6] For a given graph Γ, we have

PK1+Γ(x) = PΓ(x)(x − Σm
i=1

nβ2
i

x − µi
).

Theorem 2.5. [13] The characteristic polynomial of the power graph of the cyclic group Zn is

PP(Zn)(x) = PT(x)(x + 1)n−t−1,

where di’s (1 ≤ i ≤ t), are all non-trivial divisors of n,

T =


ϕ(n) ϕ(d1) ϕ(d2) . . . ϕ(dt)

ϕ(n) + 1 ϕ(d1) − 1 αd1d2 . . . αd1dt

ϕ(n) + 1 αd2d1 ϕ(d2) − 1 . . . αd2dt

...
...

...
. . .

...
ϕ(n) + 1 αdtd1 αdtd2 . . . ϕ(dt) − 1


and

αdid j =

{
ϕ(d j) di | d j or d j | di

0 otherwise .
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The coalescence graph Γ1.Γ2 of two graphs Γ1 and Γ2 obtained from disjoint union Γ1 ∪Γ2 by identifying
a vertex u of Γ1 with a vertex v of Γ2. In [6] it is proved that

PΓ1.Γ2 (x) = PΓ1 (x)PΓ2−v(x) + PΓ1−u(x)PΓ2 (x) − xPΓ1−u(x)PΓ2−v(x).

Now, suppose Γ1 and Γ2 have respectively subgraphs K, K′ where K � K′ and suppose Γ1(Γ2) has a
vertex u(v) adjacent to all vertices of K(K′). We can define the generelized coalescence Γ1 � Γ2 of two graphs
Γ1, Γ2 by identifying the vertices of subgraph K with the vertices of subgraph K′. Hence, one can see that
the adjacency matrix Γ1 � Γ2 is A′ C 0

CT 0 DT

0 D B′

 ,
where

(
A′ C
CT 0

)
and

(
0 DT

D B′

)
are the adjacency matrices of the graphs Γ1 and Γ2, respectively. Also C(D) is

the adjacency matrix of subgraph K(K′). Now

PΓ1�Γ2 (x) =

∣∣∣∣∣∣∣∣
xI − A′ −C 0
−CT xI −DT

0 −D xI − B′

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣
xI − A′ −C 0
−CT xI −DT

0 0 xI − B′

∣∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣∣
xI − A′ 0 0
−CT xI −DT

0 −D xI − B′

∣∣∣∣∣∣∣∣−
∣∣∣∣∣∣∣∣
xI − A′ 0 0
−CT xI −DT

0 0 xI − B′

∣∣∣∣∣∣∣∣ .
Thus, we proved the following theorem.

Theorem 2.6. The characteristic polynomial of generelized coalescence Γ1 � Γ2 is

PΓ1�Γ2 (x) = PΓ1 (x)PΓ2−K(x) + PΓ1−K(x)PΓ2 (x) − PK(x)PΓ1−K(x)PΓ2−K(x).

3. Main Results

SupposeG(p, q, r) is the class of all groups of order pqr, where p, q and r are three prime numbers. Hölder
in [8] investigated the structure of a group in G(p, q, r). By this notation, in [7] it is shown that if p = q = r,
then there are five groups of order p3 as follows:

• Zp3 ,

• Zp ×Zp2 ,

• Zp ×Zp ×Zp,

• Zp o Zp2 ,

• Zp o (Zp ×Zp).

If p > q > r, then all groups of order pqr are

• Zpqr,

• Zr × Fp,q (q|p − 1),

• Zq × Fp,r (r|p − 1),

• Zp × Fq,r (r|q − 1),

• Fp,qr (qr|p − 1),

• Gi+5 � 〈a, b, c : ap = bq = cr = 1, ab = ba, c−1bc = bu, c−1ac = avi
〉, where r|p − 1, q − 1, o(u) = r in Z∗q and

o(v) = r in Z∗p (1 ≤ i ≤ r − 1).
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3.1. The power graph of groups of order p3

Here, we determine the power graphs of groups of order p3. In what follows, we determine the
characteristic polynomial of P(G). By using Theorem 2.1, P(Zp3 ) is a complete graph of order p3.

Theorem 3.1. Suppose G � Zp ×Zp2 = 〈x, y : xp = yp2
= 1, xy = yx〉. Then

P(G) � K1 + (∪p
i=1Kp−1 ∪ (∪p

i=1Kp2−p + Kp−1)).

Proof. We have to partite the vertices of P(G) to the following subsets:
Subsets A,B. According to Theorem 2.1, the vertices correspond to the elements xi (1 ≤ i ≤ p − 1) and

y j (1 ≤ j ≤ p2
− 1) form two cliques of orders p − 1 and p2

− 1, respectively.
Subset C. By Theorem 2.1, the elements correspond to vertices xiy j (1 ≤ i ≤ p − 1, 1 ≤ j ≤ p2

− 1) are of
order p2. Since G is abelian, we can consider two following cases:

Case 1. If j , kp, then we have p − 1 cliques of order p2
− p and (xiy j)tp = y jtp (1 ≤ t ≤ p − 1) verify that

these vertices are adjacent with vertices of subset B.
Case 2. If j = kp, then (xiykp)p = 1 (1 ≤ k ≤ p − 1) implies we have p − 1 cliques of order p − 1. These new

vertices are distinct from the other vertices.
The power graph P(Zp × Zp2 ) is depicted in Figure 1. A bold line between two subsets X and Y of

vertices denotes the join operator, namely X + Y, which means that all vertices of X are adjacent with all
vertices of Y.

Figure 1: The power graph P(Zp ×Zp2 ).

Corollary 3.2. The characteristic polynomial of Γ = P(Zp ×Zp2 ) is

PΓ(x) = (x + 1)p3
−2p−2(x − p + 2)p−1(x − p2 + p + 1)p−1(x4

− (p2 + p − 5)x3

− (p4
− 3p3 + 6p2 + 2p − 9)x2 + (p5

− 4p4 + 8p3
− 11p2 + 7)x

+ p6
− 3p5 + 3p4 + p3

− 5p2 + p + 2).
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Proof. By Theorem 2.3, it is sufficent to consider Γ1 � K1 and Γ2 � ∪
p
i=1Kp−1 ∪ (∪p

i=1Kp2−p + Kp−1) and then
we have PΓ2 (x) = (x + 1)p3

−2p−2(x − (p − 2))p(x − (p2
− p − 1))p−1(x2

− (p2
− 3)x − (p(p − 1)3 + p2

− 2)) and
Γ̄2 � Kp−1,...,p−1 + (Kp2−p,...,p2−p ∪ K̄p−1). Thus

PΓ̄2
(x) = xp3

−2p−2(x + p − 1)p−1(x + p(p − 1))p−1(x3
− (p2

− 1)(p − 1)x2
− 2p2(p − 1)2x + p2(p − 1)4).

This completes the proof.

Suppose G � Zp ×Zp ×Zp, then by using the structure of G and Theorem 2.1, the elements correspond
to ai, b j and ck (1 ≤ i, j, k ≤ p − 1) form three cliques of order p − 1, respectively. For elements aib j, since
o(aib j) = p, we can derive p − 1 cliques of order p − 1. Assume these elements are adjacent with ai’s, then
we can see that there exist an integer 1 ≤ m ≤ p− 1 such that (aib j)m = ai′ and so p | jm, a contradiction. By a
similar way, we can conclude these vertices are not adjacent with the other vertices. Knowing the elements
aick (1 ≤ i, k ≤ p − 1) are of order p, we achieve p − 1 new cliques of order p − 1. In continuing, the elements
b jck (1 ≤ j, k ≤ p−1) verify a similar result with the last cases. Finally, for the elements aib jck (1 ≤ i, j, k ≤ p−1),
we know o(aib jck) = p which introduce (p − 1)2 cliques of order p − 1. By a similar argument, these vertices
are not adjacent with the others. The related graph is depicted in Figure 2. We summarize the above results
in the following theorem.

Theorem 3.3. Let G = 〈a, b, c : ap = bp = cp = 1, ab = ba, ac = ca, bc = cb〉. Then P(G) � K1 + ∪
p2+p+1
i=1 Kp−1.

Figure 2: The power graph P(Zp ×Zp ×Zp).

Corollary 3.4. The characteristic polynomial of Γ = P(Zp ×Zp ×Zp) is

PΓ(x) = (x + 1)(p−2)(p2+p+1)(x − (p − 2))p2+p(x2
− (p − 2)x − ((p − 2)(p2 + 2) + 2)).

Proof. Apply Theorem 2.3 to calculate the characteristic polynomial of Γ as follows. Suppose Γ1 � K1 and
Γ2 � ∪

p2+p+1
i=1 Kp−1, so we have

PΓ2 (x) = ((x − (p − 2))(x + 1)p−2)p2+p+1

and Γ̄2 � Kp−1,...,p−1. Hence, PΓ̄2
(x) = x(p−2)(p2+p+1)(x + p − 1)p(p+1)(x − p(p − 1)2) which completes the proof.

Theorem 3.5. Suppose G � 〈x, y : xp2
= yp = 1, y−1xy = xp+1

〉. Then P(G) � P(Zp × Zp2 ) for p , 2. If p = 2,
then P(G) � K1 + (K3 ∪ (∪4

i=1K1)).



M. Ghorbani, F. Abbasi-Barfaraz / Filomat 32:12 (2018), 4375–4387 4380

Proof. By the presentation of the group G, we can divide the elements of G to the following three subsets:
First, the vertices correspond to the elements xi’s (1 ≤ i ≤ p2

− 1) and y j’s (1 ≤ j ≤ p − 1) form two
cliques of order p2

− 1 and p − 1, respectively. We now apply the relation y−1xy = xp+1 to conclude that
(y jxi)m = y jmxi((p+1) j(m−1)+···+(p+1) j+1). Let us, distinguish two cases:

Case 1. Assume p , 2 and i , kp, then o(y jxi) = p2, therefore there are p − 1 cliques of order p2
− p. The

relation (y jxi)p = xkp implies that the correspond vertices are adjacent with xi’s. On the other hand, if i = kp,
then o(y jxkp) = p that yields p − 1 cliques of order p − 1.

Case 2. Suppose p = 2, thus o(y jxi) = p which means that there are p + 1 cliques of order p − 1. This
graph is depicted in Figure 3.

e

x

x2

x3

yx3

yx2

yx

y

Figure 3: The power graph P(Z2 o Z4).

Corollary 3.6. The characteristic polynomial of Γ = P(Z2 o Z4) is

PΓ(x) = x3(x + 1)2(x3
− 2x2

− 7x + 8).

Proof. Suppose Γ1 � K1 and Γ2 � K3 ∪ (∪4
i=1K1), then PΓ2 (x) = (x − 2)(x + 1)2x4 and Γ̄2 � ∪3

i=1K1 + K4. So,
PΓ̄2

(x) = x2(x + 1)3(x2
− 3x − 12). This yeilds that PΓ1+Γ2 (x) = x3(x + 1)2(x3

− 2x2
− 7x + 8) and we obtain our

required.

Theorem 3.7. Suppose

G � 〈x, y, z : xp = yp = zp = 1, xy = yx, zy = yz, xz = zxy〉.

Then P(G) � P(Zp ×Zp ×Zp) if p , 2 and P(G) � P(Z2 o Z4), if p = 2.

Proof. At first note that each elements of group G is correspond to a vertex of P(G). If p , 2, then the
elements of group G can be divided to seven subsets as follows:

Subsets A-C. The elements xi’s, y j’s and zk’s (1 ≤ i, j, k ≤ p − 1) which form three cliques of order p − 1.
Subset D,E. Consider the elements xiy j’ (1 ≤ i, j ≤ p − 1) and y jzk’s (1 ≤ j, k ≤ p − 1) that are of order p.

These vertices construct 2(p − 1) new disjoint cliques of order p − 1.
Subset F. The elements zkxi’s (1 ≤ i, k ≤ p − 1) are those lying in (p − 1)2 new cliques of order p − 1 and

are distinct from the other vertices.
Subset H. The elements zkxiy j’s (1 ≤ i, j, k ≤ p − 1), which are of order p, introduce p − 1 cliques of order

p − 1. By a similar argument, these vertices are distinct from the other vertices. Finally, assume p = 2, then
P(G) is as depicted in Figure 4.
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Figure 4: The power graph P(Z2 o (Z2 ×Z2)).

3.2. The power graph of groups of order pqr
In this section, we apply similar methods as as given in the last section to determine the structure and

the characteristic polynomial of P(G), where |G| = pqr and p > q > r are three prime numbers. Suppose
Γ1, . . . ,Γn are n connected graphs. The graph Cn[Γ1, . . . ,Γn] is a graph constructed by ∪n

i=1Γi in which every
vertex of Γi is adjacent with every vertex of Γi+1 (mod n) for 1 ≤ i ≤ n.

Theorem 3.8. Let G � Zpqr = 〈a〉. Then the power graph P(G) is isomorphic with

Kϕ(pqr)+1 + C6[Kpq−1,Kp−1,Kpr−1,Kr−1,Kqr−1,Kq−1].

Proof. We can consider the elements of G as seven subsets which is reported in Table 1. By using the
definition of Cn[Γ1, . . . ,Γn] the proof is complete.

Table 1. The structure of power graph of Group Zpqr.

Elements # Elements Adjacent with
at (t, pqr) = 1 ϕ(pqr) All vertices

air (1 ≤ i ≤ pq − 1) pq − p − q + 1 aiqr (1 ≤ i ≤ p − 1), a jpr (1 ≤ j ≤ q − 1)
a jq (1 ≤ j ≤ pr − 1) pr − p − r + 1 aiqr (1 ≤ i ≤ p − 1), akpq (1 ≤ k ≤ r − 1)
akp (1 ≤ k ≤ qr − 1) qr − q − r + 1 akpq (1 ≤ k ≤ r − 1), a jpr (1 ≤ j ≤ q − 1)
aiqr (1 ≤ i ≤ p − 1) p − 1 air (1 ≤ i ≤ pq − 1), a jq (1 ≤ j ≤ pr − 1)
a jpr (1 ≤ j ≤ q − 1) q − 1 air (1 ≤ i ≤ pq − 1), akp (1 ≤ k ≤ qr − 1)
akpq (1 ≤ k ≤ r − 1) r − 1 akp (1 ≤ k ≤ qr − 1), a jq (1 ≤ j ≤ pr − 1)

Corollary 3.9. The characteristic polynomial of P(Zpqr) is

PΓ(x) = PT(x)(x + 1)pqr−7,

where

T =



αβγ γ β α βγ αγ αβ
αβγ + 1 γ − 1 0 0 βγ αγ 0
αβγ + 1 0 β − 1 0 βγ 0 αβ
αβγ + 1 0 0 α − 1 0 αγ αβ
αβγ + 1 γ β 0 βγ − 1 0 0
αβγ + 1 γ 0 α 0 αγ − 1 0
αβγ + 1 0 β α 0 0 αβ − 1
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Figure 5: The power graph P(Zpqr).

α = p − 1, β = q − 1 and γ = r − 1.

Proof. Use Theorem 2.4.

Theorem 3.10. Suposse G � 〈a, b, c : ap = bq = cr = 1, ac = ca, bc = cb, b−1ab = au
〉, where uq

≡ 1 (mod p). Then
P(G) � K1 +(Γ1�Γ2), where Γ1 = Γ′1�Γ′2�· · ·�Γ′p, Γ′i � Kqr−q−r+1 +(Kq−1∪Kr−1)) and Γ2 � Kpr−p−r+1 +(Kp−1∪Kr−1).

Proof. Consider the vertices of P(G) as following seven subsets: The vertices correspond to the elements
ais (1 ≤ i ≤ p − 1), b j’s (1 ≤ j ≤ q − 1) and ck’s (1 ≤ k ≤ r − 1) compose three cliques of order respectively,
p − 1, q − 1 and r − 1. For elements b jai’s (1 ≤ i ≤ p − 1, 1 ≤ j ≤ q − 1), by using the relations b−1ab = au and
(b jai)m = b jmai(u j(m−1)+···+u j+1), we obtain o(b jai) = q which yields p− 1 cliques of order q− 1. Also these vertices
are distinct from the other vertices. Consider now the elements aick’s (1 ≤ i ≤ p − 1, 1 ≤ k ≤ r − 1). The
relation ac = ca, yields o(aick) = pr and then we achieve a clique of order pr−p− r + 1. On the other hand, we
know (aick)p = aipckp = ckp and (aick)r = airckr = air that imply these vertices are adjacent with ai’s and cks. By
the structure of group G, the elements b jck’s (1 ≤ j ≤ q − 1, 1 ≤ k ≤ r − 1) form a clique of order qr − q − r + 1
and two relations (b jck)r = b jrckr = b jr and (b jck)q = b jqckq = ckq verify that these vertices are adjacent with
element b j’s and ck’s. The elements ckb jai’s (1 ≤ i ≤ p − 1, 1 ≤ j ≤ q − 1, 1 ≤ k ≤ r − 1) are of order qr and by
using an induction we get that

(ckb jai)m = ckmb jmai(u j(m−1)+···+u j+1).

Thus, we have p−1 new cliques of order qr−q−r+1. Also the relations (ckb jai)q = ckq and (ckb jai)r = (b jai)r

yield either these vertices are adjacent only with b jai’s and ck’s, or one of the following cases hold:
Case 1. There exists an integer 1 ≤ m ≤ qr − 1 such that (ckb jai)m = ai′ and then

ckmb jmai(u j(m−1)+···+u j+1) = ai′

which we can conclude q | jm, r | km, a contradiction.
Case 2. There exists an integer 1 ≤ m ≤ qr − 1 such that (ckb jai)m = b j′ and then

ckmb jmai(u j(m−1)+···+u j+1) = b j′ .

This means r | m, p | u j(m−1) + · · · + u j + 1 and therefore q | jm, a contradiction.
Case 3. There exists an integer 1 ≤ m ≤ qr − 1 such that (ckb jai)m = ck′ai′ and then

ckmb jmai(u j(m−1)+···+u j+1) = ck′ai′
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which yields q | jm, a contradiction.
Case 4. There exists an integer 1 ≤ m ≤ qr − 1 such that (ckb jai)m = ck′b j′ and then

ckmb jmai(u j(m−1)+···+u j+1) = ck′b j′

which implies that p | i(u j(m−1) + · · · + u j + 1), a contradiction. The power graph P(G) is depicted in Figure
6.

Corollary 3.11. The characteristic polynomial of Γ1 � Γ2 is

PΓ1�Γ2 (x) = (x + 1)p(qr−1)−4(x − (qr − r − 1))p−1(x4
− ax3

− bx2 + cx − d)

where a = r(p+q−1)−5, b = p(q−1)(r−1)2 +(p+1)(r+1)−7−(qr−r−1)(pr−4), c = (qr−r−1)(pr+p+r−6)+((p−
1)2+p(pr−r+q−3)(q−1))(r−1)2

−p−r+3 and d = p(pr−r−1)(q−2)(q−1)(r−1)2+(qr−r−1)((p−1)2(r−1)2
−p−r+3).

Proof. First assume Γ = Γ′1 � Γ′2 � · · · � Γ′p then by using Theorem 2.5. we have

PΓ(x) = pPΓ′i
(x)(P(Γ′i−Kr−1)(x))p−1

− (p − 1)PKr−1 (x)(P(Γ′i−Kr−1)(x))p.

We know

PΓ′i
(x) = (x + 1)qr−4(x3

− (qr − 4)x2
− ((q + 1)(r + 1) − 7)x + (q − 1)2(r − 1)2

− q − r + 3)

and Γ′i − Kr−1 = Kqr−r. Hence

PΓ(x) = (x + 1)p(qr−r−1)+r−3(x − (qr − r − 1))p−1(x3
− (qr − 4)x2

− ((p − 1)(q − 1)(r − 1)2 + (q + 1)(r + 1) − 7)x
+ p(q − 2)(q − 1)(r − 1)2 + (r − 2)(qr − r − 1)).

On the other hand, we can see that

PΓ2 (x) = (x + 1)pr−4(x3
− (pr − 4)x2

− ((p + 1)(r + 1) − 7)x
+ (p − 1)(r − 1)(pr − p − r) + (p − 2)(r − 2)),

and Γ2 − Kr−1 = Kqr−r, (Γ′1 � Γ′2 � · · · � Γ′p) − Kr−1 = ∪
p
i=1Kqr−r which completes the proof.

The characteristic polynomial of K1+(Γ1�Γ2) follows immediately from the Proposition 2.1 and Corollary
2.5.

Apply Theorem 2.1 to determine the structure of power graphs of groups G � Zq × Fp,r(r|p − 1) and
G � Zp × Fq,r(r|q − 1) as given in Theorem 3.5.

Theorem 3.12. Let G � Fp,qr (qr|p − 1). Then one of the following occurs:
i) If r = 3 or q = 3, then P(G) � K1 + (Γ1 � Γ2), where Γ1 � ∪

p
i=1Kqr−r + Kr−1 and Γ2 � Kpr−p−r+1 + (Kp−1 ∪Kr−1).

ii) If r, q , 3, then P(G) � K1 + (∪p
i=1Kqr−1 ∪ Kp−1).

Proof. i) In this case we can partite the vertices ofP(G) to three subsets as follows: The vertices corresponding
to the elements xi’s (1 ≤ i ≤ p−1), y j’s (1 ≤ j ≤ qr−1) form two cliques of orders p−1 and qr−1, respectively.
Now, consider the element y jxi (1 ≤ j ≤ qr − 1, 1 ≤ i ≤ p − 1) in which (y jxi)m = y jmxi(u j(m−1)+···+u j+1). We
distinguish two cases:

Case 1. Assume j , kq, then o(y jxi) = qr which implies there are p − 1 cliques of order qr − r. We can
obtain (y jxi)q = y jq that yields these vertices are adjacent with the elements y j’s.

Case 2. If j = kq, then o(y jxi) = pr, (y jxi)r = xir and (y jxi)p = ytq (1 ≤ t ≤ r − 1). Therefore, we have a
clique of order pr − p − r + 1 whose vertices are adjacent with the elements xi’s and y j’s ( j = kq).

ii) In this case, by a similar discussion as given in the last case, we have o(y jxi) = qr where (1 ≤ j ≤ qr−1)
and these vertices form p−1 cliques of order qr−1. On the other hand, the structure of the group G indicates
that these vertices are distinct from the other vertices. The power graph P(G) is depicted in Figures 7, 8,
respectively.
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Figure 6: The power graph P(Zr × Fp,q).

Figure 7: The power graph P(Fp,qr) r = 3 or q = 3.

Corollary 3.13. Suppose r = 3 or q = 3, then the characteristic polynomial of graph P(Fp,qr) is

PP(Fp,qr) = (x + 1)pqr−p−4(x − (qr − r − 1))p−1(x5
− (r(p + q − 1) − 7)x4

+ (r(q − 1)(p − 6) + pr(q − 3) + 13)x3 + ((p − 1)(r − 1)(pr − p − r)
+ (q − 1)(r − 1)(pr(pr − r − 1) − 3)
+ r(q − 1)((p − 1)(5 − pr) + r − 5) − pr − qr + 3q + 10)x2

+ ((p − 1)r(q − 1)(pr(r − 3) − (p − 1)(r − 1) + 3)
+ (p + r − 3)((2r − 1)(q − 1) − 2)
− (p − 1)2(r − 1)2(qr − q − 2) + (q − 1)(r − 1)(pr(pr − r − 2) − 3))x
+ (p − 1)2(r − 1)2(r(p − 1)(q − 1) + 1) − (p − 1)r(q − 1)(pr − 1)
+ pr(q − 1)(r − 1)(pr − r − 1) + (qr − r − 1)(p + r − 3)
+ (p − 1)(r − 1) + 1).
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Figure 8: The power graph P(Fp,qr).

In addition, if r, q , 3, then

PP(Fp,qr)(x) = (x + 1)pqr−p−2(x − (qr − 2))p−1(x3
− (qr + p − 4)x2

− (2p + 2qr − 5)x + p2(qr − 1) − qr(p + 1) + 2).

Proof. If r = 3 or q = 3, then we apply Theorem 2.3 to conclude that

PΓ1 (x) = (x + 1)p(qr−r−1)+r−2(x − (qr − r − 1))p−1(x2
− (qr − 3)x

− r(q − 1)(p − 1)(r − 1) − qr + 2)

and

PΓ2 (x) = (x + 1)pr−4(x3
− (pr − 4)x2

− ((p + 1)(r + 1) − 7)x
+ (p − 1)(r − 1)(pr − p − r) + (p − 2)(r − 2)).

On the other hand,
PΓ1−Kr−1 (x) = (x + 1)p(qr−r−1)(x − (qr − r − 1))p

and
PΓ2−Kr−1 (x) = (x + 1)pr−r−1(x − (pr − r − 1)).

Now from Theorem 2.5, we can see that

PΓ1�Γ2 (x) = (x + 1)p(qr−1)−4(x − (qr − r − 1))p−1(x4
− (r(p + q − 1) − 5)x3

+ (pr(q − 2) − 4(qr − r − 1))x2 + ((p − 1)2(r − 1)2 + (q − 1)(r − 1)
× (pr(pr − r − 1) − 3) + (p + r − 3)(qr − q − r))x + pr(q − 1)(r − 1)
× (pr − r − 1) + (qr − r − 1)((p + r − 3) − (p − 1)2(r − 1)2)).

In continuing, we put Γ = Γ1 � Γ2, therefore Γ̄ = Γ′1 � Γ′2, where Γ′1 � Kqr−r,...,qr−r + (K̄pr−p−r+1 ∪ K̄p−1) and
Γ′2 � Kp−1,r−1. Hence, by using Theorem 2.3, we can see

PΓ′1
(x) = xpqr−p−r−1(x + qr − r)p−1(x2

− r(p − 1)(q − 1)x − pr2(p − 1)(q − 1))

and
PΓ′1−K̄p−1

(x) = xpqr−2p−r(x + qr − r)p−1(x2
− r(p − 1)(q − 1)x − pr(p − 1)(r − 1)(q − 1)).
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Also, PΓ′2
(x) = xp+r−4(x2

− (p − 1)(r − 1)) and PΓ′2−K̄p−1
(x) = xr−1. We now substituate these results in Theorem

2.5 to get

PΓ̄(x) = xpqr−p−4(x + qr − r)p−1(x4
− r(p − 1)(q − 1)x3 + (p − 1)(−pr2q + pr2 + r − 1)x2

+ r(p − 1)2(r − 1)(q − 1)x + pr(p − 1)2(r − 1)2(q − 1)).

Finally, suppose that q, r , 3 and Γ = ∪
p
i=1Kqr−1 ∪ Kp−1, then we have

PΓ(x) = (x + 1)pqr−p−2(x − (qr − 2))p(x − (p − 2)),

PΓ̄(x) = xpqr−p−2(x + qr − 1)p−1(x2
− (p − 1)(qr − 1)(x + p)).

Theorem 3.14. Let G � Gi+5 � 〈a, b, c : ap = bq = cr = 1, ab = ba, c−1bc = bu, c−1ac = avi
〉, where r|p − 1, q − 1,

o(u) = r in Z∗q and o(v) = r in Z∗p (1 ≤ i ≤ r − 1). Then P(G) � K1 + (∪pq
i=1Kr−1 ∪ (Kpq−p−q+1 + (Kp−1 ∪ Kq−1))).

Proof. We cliam that P(G) has pq + 3 cliques. First, we prove that different cliques have at most one vertex
in common. We can partite the vertices of P(G) to seven subsets:

Subsets A-C. The vertices correspond to the elements at’s (1 ≤ t ≤ p − 1), b j’s (1 ≤ j ≤ q − 1) and ck’s
(1 ≤ k ≤ r − 1) introduce three cliques of orders p − 1, q − 1 and r − 1 respectively.

Subset D. We can see that the vertex atb j (1 ≤ t ≤ p− 1, 1 ≤ j ≤ q− 1) is of order pq which yields a clique
of order pq − p − q + 1. Apply the relations (atb j)p = b jp and (atb j)q = atq to determine their adjacency with
the vertices of Subsets 1,2.

Subset E. Consider the vertex ckat (1 ≤ i ≤ p − 1, 1 ≤ k ≤ r − 1). The relation c−1ac = avi
, where

vr
≡ 1 (mod p) yields o(ckat) = r. Hence, we achieve p− 1 cliques of order r− 1 that are distinct from the other

vertices.
Subset F. We know the vertices ckb j’s (1 ≤ j ≤ q− 1, 1 ≤ k ≤ r− 1) are of order r and form q− 1 cliques of

order r − 1.
Subset H. Finally, by the presentation of the group G, the vertices ckb jat’s (1 ≤ t ≤ p−1, 1 ≤ j ≤ q−1, 1 ≤

k ≤ r − 1) form (p − 1)(q − 1) cliques of order r − 1. The power graph P(G) is dipected in Figure 9.

Figure 9: The power graph P(Gi+5).
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Corollary 3.15. For 1 ≤ i ≤ r − 1, the characteristic polynomial of P(Gi+5) is

PP(Gi+5)(x) = (x + 1)pq(r−1)−4(x − r + 2)pq−1(x5
− (pq + r − 6)x4

− (3pq + p + q + 4r − 15)x3 + ((p − 1)2(q − 1)2 + (p − 2)(q − 2)
+ (r − 1)pq(pq − 3) + (r − 3)((p + 1)(q + 1) − 8) − (pq − 8))x2

+ ((r − 1)((pq − 1)2
− 3(p − 1)(q − 1) + pq(p + q) + 4)

− (r − 3)(p − 1)2(q − 1)2 + (p − 5)(q − 5) − 10r − 5)x
+ (p − 1)2(q − 1)2((r − 1)(pq − 1) + 1) + (r − 1)(−pq(p + q − 3) + 1)
− (p − 2)(q − 2)(r − 2) − 1.

Proof. Assume Γ1 = ∪
pq
i=1Kr−1 ∪ (Kpq−p−q+1 + (Kp−1 ∪ Kq−1)), then by applying Theorem 2.3, we have:

PΓ2 (x) = (x + 1)pq−4(x3
− (pq − 4)x2

− ((p + 1)(q + 1) − 7)x
+ (p − 1)(q − 1)(pq − p − q) + (p − 2)(q − 2)),

where Γ2 = Kpq−p−q+1 + (Kp−1 ∪ Kq−1) and

PΓ1 (x) = (x + 1)pq(r−1)−4(x − (r − 2))pq(x3
− (pq − 4)x2

− ((p + 1)(q + 1) − 7)x
+ (p − 1)(q − 1)(pq − p − q) + (p − 2)(q − 2)).

In continuing, suppose Γ̄1 = Kr−1,...,r−1 + (K̄pq−p−q+1 ∪ Kp−1,q−1), then by using Theorem 2.3, we have

PΓ̄1
(x) = xpq(r−1)−4(x + r − 1)pq−1(x4

− (pq − 1)(r − 1)x3
− (pq(pq − 1)(r − 1)

+ (p − 1)(q − 1))x2
− (p − 1)(q − 1)(r − 1)(pq + 1)x

− pq(r − 1)((p − 1)2(q − 1)2
− 2(p + q − 3))).
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[8] H. Hölder, Die Gruppen der Ordnungen p3, pq2, pqr, p4, Math. Ann. 43 (2-3) (1893) 371–410.
[9] A.V. Kelarev and S. J. Quinn, A combinatorial property and power graphs of groups, Contributions to General Algebra 12

(Vienna, 1999) 229–235, Heyn, Klagenfurt, 2000.
[10] A. V. Kelarev and S. J. Quinn, A combinatorial property and power graphs of semigroups, Comment. Math. Univ. Carolin. 45

(2004) 1–7.
[11] A. V. Kelarev and S. J. Quinn, Directed graph and combinatorial properties of semigroups, J. Algebra 251 (2002) 16–26.
[12] A.V. Kelarev, S. J. Quinn and R. Smolikova, Power graphs and semigroups of matrices, Bull. Austral. Math. Soc. 63 (2001) 341–344.
[13] Z. Mehranian, A. Gholami and A. R. Ashrafi, The spectra of power graphs of certain finite groups, Linear Multilinear Algebra 65

(5) (2017) 1003–1010.
[14] G. R. Pourgholi, H. Yousefi-Azari and A. R. Ashrafi, The undirected power graph of a finite group, Bull. Malay. Math. Sci. Soc.

38 (4) (2015) 1517–1525.


