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SYMBOLIC IMPLEMENTATION OF
LEXICOGRAPHIC MULTICRITERIA PROBLEMS

Predrag S. Stanimirovié¢ and Svetozar Ranéic¢

Abstract. We describe implementation of lexicographic multicriteria prob-
lems by means of symbolic processing available in the programming language
SCHEME.

1. Introduction

The optimization methods are implemented in procedural programming
languages, mainly in FORTRAN [1], [7].

In the programming package MATHEMATICA [8], [9] are available a few
functions for numerical optimization. The function FindMinimum finds local
minimum for a given function and starting point.

The functions ConstrainedMin and ConstrainedMaz allow you to specify
a linear objective function to minimize or maximize, together with a set of
linear inequality constrains on variables. In all cases is assumed that the
variables are constrained to have non-negative values. More precisely, only
the linear programming is implemented in MATHEMATICA.

ConstrainedMin[f, {inequalities}, {x, y, ...}] find the global
minimum of f, in the region specified by inequalities;

ConstrainedMax[f, {inequalities}, {x, y, ...}] find the global
maximum of f, in the region specified by inegqualities.

In papers [5], [6] we describe implementation of the search methods and
first order gradient optimization methods in LISP environment.

In this paper we investigate minimization of a given ordered sequence of
real objective functions and given set of inequality constrains:
W Minimize: Q1(Z),...,Qi(%), ZeR"
Subject to: F : §:(®) <0, i=1,...,p
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in the programming language SCHEME.
It is well known that the stated problem (L) is equivalent to the following
sequence of convex constrained nonlinear programming problems [10]:

Minimize: Qx(%), e R"
Subject to: Qr—1(%) < ag-1,

(kY  essE
@1(Z) < a,
Z €F, ki=on v ol
where a;, i = 1,... ,k — 1 are the optimal values for the before stated prob-

lems (Li),i=1,... ,k—1.

Our main goal is to describe several implementation details of the lexi-
cographic multicriteria problems which are specific for the symbolic manip-
ulation in the programming language SCHEME. SCHEME [4], dialect of the
programming language LISP, is one of the most versatile programming lan-
guages available today, applicable in both symbolic and numeric processing.

We suggest the following advantages arising from the implementation of
the lexicographic multicriteria problems using the possibility of the symbolic
processing in LISP environment:

1. Possibility of any implementation procedure to take an arbitrary ob-
jective function (which is not defined by a subroutine) and given
constrains. Corresponding parameters are incorporated into the con-
venient LISP’s internal form, which is used as a formal parameter.

2. Possibility for moving the selected objective functions and functions
forming given constrains, from the list representing the internal form
of the stated problem, into the formal parameter list of the procedure
implementing constrained optimization methods.

3. Simple construction of the internal form representing the constra-
ined program (Lk). This is implied by the LISP’s functions for list
manipulation, which allow you to prepend an inequality constrain
Q;(f) < a;, 1 <4 <1 into the list of inequality constrains

4. LISP allows you to use arrays of functions, whose elements can be
selected and later applied to supplied arguments or used as first-
class data objects. Such structures are not convenient in procedural
programming languages.

A numerical result is reported and relations with the corresponding re-
sults, obtained by means of the procedural programming languages, are dis-
cussed.
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2. Implementation details

In the paper [3] we introduce the internal form appropriate for nonlinear
constrained problems. The nonlinear constrained problem

Minimize: Q(¥), ZeR"
Subject to: f;(Z) <0, i€eP={0,...,p}
Flay==0; 3 c@=10;w; s}

is transformed in the following LISP’s form:

Q@) ()
( i@ -+ fp(@) )

Cha(@ - Byl

()
) )

8]

)

If one of the inequality or equality constrains is absent, the corresponding
list 1s empty.

The internal form, denoted by g, of the starting problem (L) is the fol-
lowing list:

2O CQu(E) - Qu(E) D
(@
C [@ - fp(Z) )
O

)

By the expression (car gq) we select the list of the objective functions,
the expression (cadr g) contains the list of independent variables used in
the objective function, and (caddr q) contains list of the functions which
define the given constrains. In this way, we describe the advantage 1.

The vector containing the objective functions can be formed by means of
the expression:

(set! wvecfun (list->vector (car q)))

We are now in a position to take elements from the vector vecfun, as
the functions applicable to supplied arguments, and which can be used as
arguments in LISP’s functionals.

A structure representing a vector whose elements are functions can not be
easy implemented in procedural programming languages. Also, an arbitrary
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tth element from the constructed vector vecfun can be transformed into the
corresponding lambda-function:

(set! fun (list ’lambda (cadr q) (vector-ref vecfun i))))
It is assumed that all objective functions use the same list of parameters.
This represents the advantage 4.

Moreover, the functions selected from the vector vecfunm can be incor-
porated in symbolic expressions which will be used as the internal form of
the corresponding constrained nonlinear program, in procedures implement-
ing constrained minimization problems. The functions which implement
constrained nonlinear programs (exterior and interior point methods, Rock-
afellar’s method) are described in [3].

The list of functions, representing given inequality constrains F is ex-
tracted, from the internal form g, by the expression

(set! ineg (caddr q) )

The internal form of the problem (Lk), obtained in the kth step 1 < k < [,
which possesses the form (I), applicable in the routines which performs the
constrained nonlinear optimization methods (for example the Rockafellar’s
method), described in [3], is the following list:

' Qe(Z) ()

( (- Qr-1(®) ar_1)

(- @Q:1(F) a)
f1(@

)

The internal form, denoted funpom, of this nonlinear constrained program
can be formed as follows:

Step 1. Append the empty list in the list of inequality constrains:
(set! ineq (list ineq nil))
Step 2. Form the internal form of the constrained problem (Li),1<i<l.

(set! q (vector-ref vecfun i))
(set! funpom (coms q (cons (cadr q) ineq)))
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This is descripticn of the advantage 2.

A feasible starting point 2 and the precision eps can be selected by the
expressions

(set! x (read)) and (set! eps (read)),.
The main cycle is defined as follows:

(do ((i 0))
; If all of the objective functions are minimized
; return the list res,
; containing minimal value and optimal point
((= i (length (car q)) res)
; Select the ith objective function
(set! q (vector-ref vecfun i))
; Form the internal form of the constrained problem Li
(set! funpom (cons q (cons (cadr q) ineq)))
; Solve ith constrained problem, using the Rockafellar’s
; method [3], called by the function rok
; the result res is the list (2*,a;), a = Q;[(F*)
(set! res (rok funpom x eps))
i Prepend the new constrain Q;(#) —a; <0
(set! fun (list ’- (vector-ref vecfun i) (cadr res)))
(set! ineq (cons (cons fen (car ineq}) (cdr ineq)))
; Increment the parameter
(set! 1 (+ i 1)))
)

The essence of advantage 3 is contained in the following code:

Step 1. To form the function @ (Z) — a4, representing the inequality
consbrain Q;(Z) — a; < 0, where res = (Z*, a;), a; = Q;(F*) is returned from
the function rok, implementing before stated constrained program, of the
form (LK), k=1 - 1: E

(set! fun (list ’- (vector-ref vecfunm i) (cadr res)))
Step 2. Prepend the expressior (— a;  Q;(F)), which represents the
function contained in the consirain ()i(Z) —a; <0, into the list of constrains:

(set! ineq (cons (cons fun (car ineq)) (cdr ineq)))

Li the above routine we construct an extensible list whose starting value,
defined i:: the symbol ineq, contains the functions used in inequality con-
strains. “This list is modified by prepending the list (— Qi) a;) in ith
teration; 4=1,;. &
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(set! dineq (cons (cons fun (car ineq)) (cdr ineq)))
This list is used as an element of the internal form representing the gener-
ated constrained problem Li, 1 < i < [, which is supplied to an arbitrary
procedure which implement constrained optimization methods.

3. Examples
Example 3.1. Consider the following optimization problem

Minimize: {Q1(Z) = —x1 — T2, Q2(F) = —z2 — 4z}
Subject to: —xz1 <0,
| — 29 <0,
—z3 <0,
1472 +x3—1<0

The internal form of the presented problem is the list

(
(- 0 (+ =1 22)
-~ [* =2 2«2y (* 4 z2))

(x1 22 z3)
(- 0 =z1)(- O 2) (- 0 z3)(- (+ =zl 22 z3) 1))

)

Applying the above defined methods with the accuracy 1.e —8, and start-
ing from the point (1 0 0), we get the following numerical results:

The optimal value of the constrained problem

Minimize: Q1(Z) = —T1 — T2
Subject to: —z1 <0,
—1z2 L0,
—-23<0,

$1+$2+5§3—1§O.

is (0.999999999966572 _3.34278108440878e—11 —3.34278198440878e—11)
and the optimal value is a1 = —0.999999999933144.
In the second iteration, the optimal point of the constrained problem
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Minimize: Qq(%) = —22 — 42,
Subject to: — 21 — 22 < @y
-z <0,
—z2 <0,
—x3 X0,
T1t+xz+a3—1<0.

is (—6.75086975150132¢—10 1.00000000179395 — 5.16342917849918e—10)
and the optimal value is —3.00000000358791.

Note that the exact solution of the optimal point is the vector (0 1 0).

In [10] is obtained similar result, with the precision 107%. This problem
in MATHEMATICA can not be solved.

4. Conclusion

Our main goal is a symbolic implementation of the multiobjective lexico-
graphic optimization methods. As far, as we know, these methods are imple-
mented only in procedural programming languages. Also, as a motivation
for the symbolic implementation is the absent of nonlinear multiobjective
optimization in functional programming languages. The improvements are
ensured primarily applying possibility of symbolic processing of the func-
tional programming languages PC SCHEME. Of course, similar principles are
valid for the other functional programming languages. But, we prefer PC
SCHEME because of their ability in the symbolic processing as well as in
the numeric processing. The main purpose is to point out that the proper
selection of the programming language in multiobjective optimization is a
language applicable in symbolic processing as well as in numerical compu-
tations.
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