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#### Abstract

In this paper we consider a vector iterative alternating directions difference scheme for solving multidimensional Poisson equation. The scheme reduces to a modified block Jacobi overrelaxation (JOR) algorithm. We investigate the stability and the convergence of the scheme, determine the optimal iterative parameters, and estimate the error.


## 1. Introduction

By discretisation of boundary value problems for linear partial differential equations one obtains large linear systems. Their matrices are sparse and have distinctive structure. Iterative alternating direction methods are often used to solve such systems (see [5], [2], [6] and [4]).

A new class of so called multicomponent difference schemes was proposed recently for solving multidimensional evolutive problems (see [1], [8] and [3]). The main idea lies in vectorization of the problem, i.e. the unknown solution is approximated by vector mesh-function. Convergence of these schemes was proved and their numerical stability was checked on numerous test and real problems.

It is well known that every difference scheme for solving initial boundary value problems of parabolic type can be interpreted as an iterative method for solving the corresponding stationary problem. The aim of this paper is the investigation of one class of iterative multicomponent methods.

As a model problem we consider the Dirichlet boundary value problem for the Poisson equation in the region $\Omega=(0,1)^{n}$

$$
\begin{align*}
-\Delta u & =f, & & x \in \Omega, \\
u(x) & =0, & & x \in \Gamma=\partial \Omega . \tag{1}
\end{align*}
$$

[^0]Let $\bar{\omega}$ be an uniform mesh in $\bar{\Omega}$, with the step size $h=1 /(N+1)$. Let us use the notation $\omega=\bar{\omega} \cap \Omega$ and $\gamma=\bar{\omega} \backslash \omega$. For a function $v$ defined on the mesh $\bar{\Omega}$ we introduce the finite differences $v_{x_{i}}=\left(v\left(x+h r_{i}\right)-v(x)\right) / h$ and $v_{\bar{x}_{i}}=\left(v(x)-v\left(x-h r_{i}\right)\right) / h$, where $r_{i}$ is the unit vector of the $x_{i}$ axis [7].

Let $H_{h}$ denote the set of discrete functions defined on the mesh $\bar{\omega}$, which vanish on $\gamma$. We introduce the finite difference operators

$$
\Lambda_{i} v=\left\{\begin{array}{cl}
-v_{x_{i} \bar{x}_{i}}, & x \in \omega \\
0, & x \in \gamma
\end{array} \quad \text { and } \quad \Lambda v=\sum_{i=1}^{n} \Lambda_{i} v .\right.
$$

Let $I$ denote the unit operator on $H_{h}$. We also define the discrete inner product

$$
(v, w)=h^{n} \sum_{x \in \omega} v(x) w(x)
$$

and the norm

$$
\|v\|=(v, v)^{1 / 2}=\left(h^{n} \sum_{x \in \omega} v^{2}(x)\right)^{1 / 2} .
$$

We approximate the boundary value problem (1) with the standard (2n+ 1)-point difference scheme

$$
\begin{equation*}
A v=\tilde{f}, \quad v, \tilde{f} \in H_{h} \tag{2}
\end{equation*}
$$

where $\tilde{f}$ is some approximation of $f$.
For solving (2) we use the following multicomponent alternating directions scheme [1]

$$
\begin{equation*}
\left(I+\sigma \tau \Lambda_{i}\right) \frac{v_{k}^{i}-v_{k-1}^{i}}{\tau}+\sum_{j=1}^{n} \Lambda_{j} v_{k-1}^{j}=\tilde{f}, \quad i=1,2, \ldots, n ; \quad k=1,2, \ldots \tag{3}
\end{equation*}
$$

where $k$ is the iteration number, while $\sigma$ and $\tau$ are free parameters. The scheme (3) is a system with $n$ unknown mesh functions $v_{k}^{i}$. To determine $v_{k}^{i}$ we must solve a linear system whose matrix can be represented in a tridiagonal form. These systems (for $i=1,2, \ldots, n$ ) can be solved simultaneously (paralelly), contrary to the other variants of the alternating direction method, such as factorized scheme [6]

$$
\left(I+\sigma \tau \Lambda_{1}\right) \cdots\left(I+\sigma \tau \Lambda_{n}\right) \frac{v_{k}-v_{k-1}}{\tau}+\Lambda v_{k-1}=\tilde{f} .
$$

In the paper, we shall often use the same notation for linear operators in $H_{h}$ and their matrix representation.

## 2. Convergence Result

To investigate the convergence of the method (3) let us represent the equation (3) in the matrix form (see [8] and [3])

$$
\begin{equation*}
(\mathbf{I}+\sigma \tau \Lambda) \frac{\mathbf{v}_{k}-\mathbf{v}_{k-1}}{\tau}+\mathbf{E} \Lambda \mathbf{v}_{k-1}=\mathbf{f} \tag{4}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{v}_{k} & =\left(v_{k}^{1}, v_{k}^{2}, \ldots, v_{k}^{n}\right)^{T}, \\
\mathbf{f} & =(\tilde{f}, \tilde{f}, \ldots, \tilde{f})^{T}, \\
\mathbf{I} & =\operatorname{diag}(I, I, \ldots, I), \\
\Lambda & =\operatorname{diag}\left(A_{1}, A_{2}, \ldots, A_{n}\right)
\end{aligned} \quad \text { and } \quad \mathbf{E}=\left(\begin{array}{cccc}
I & I & \ldots & I \\
I & I & \ldots & I \\
\vdots & \vdots & \ddots & \vdots \\
I & I & \ldots & I
\end{array}\right) .
$$

In such a manner, the method (3)-(4) reduces to a modified block JOR algorithm (see [9]).

Let us also define the inner product and the norm of vector-functions

$$
(\mathbf{v}, \mathbf{w})=\sum_{i=1}^{n}\left(v^{i}, w^{i}\right) \quad \text { and } \quad\|\mathbf{v}\|=(\mathbf{v}, \mathbf{v})^{1 / 2}
$$

Expressing $\mathbf{v}_{k}$ from (4) we get the canonical form of the method

$$
\begin{equation*}
\mathbf{v}_{k}=\mathbf{B} \mathbf{v}_{k-1}+\mathbf{c} \tag{5}
\end{equation*}
$$

where $\mathbf{B}=\mathbf{I}-\tau(\mathbf{I}+\sigma \tau \Lambda)^{-1} \mathbf{E} \Lambda$ and $\mathbf{c}=\tau(\mathbf{I}+\sigma \tau \Lambda)^{-1} \mathbf{f}$. It is well known (see [9]), that the method (5) converges for arbitrary vectors $\mathbf{v}_{0}$ and $\mathbf{c}$ from $H_{h}^{n}$ if and only if the moduli of all eigenvalues of the matrix $\mathbf{B}$ are less than 1. Such eigenvalues are the roots of the equation

$$
\begin{equation*}
\operatorname{det}(\mathbf{B}-\lambda \mathbf{I})=0 \tag{6}
\end{equation*}
$$

Lemma 1. Eigenvalues of the matrix B are $\lambda=1$ and
$\lambda=\lambda_{k_{1}, k_{2}, \ldots, k_{n}}=1-\tau \sum_{j=1}^{n} \frac{\lambda_{k_{j}}}{1+\sigma \tau \lambda_{k_{j}}}, \quad k_{1}, k_{2}, \ldots, k_{n}=1,2, \ldots, N$
where $\lambda_{k_{j}}=\frac{4}{h^{2}} \sin ^{2} \frac{k_{j} \pi h}{2}$.
Proof. From (6), after simple transformations, we obtain the equation

$$
D=\operatorname{det}(\mathbf{E}-\mathbf{P})=0
$$

where $\mathbf{P}=\mathbf{P}(\lambda)=\frac{1-\lambda}{\tau}\left(\sigma \tau \mathbf{I}+\Lambda^{-1}\right)=\frac{1-\lambda}{\tau} \mathbf{Q}=\operatorname{diag}\left(P_{1}, \ldots, P_{n}\right)$ and $P_{i}=\frac{1-\lambda}{\tau} Q_{i}=\frac{1-\lambda}{\tau}\left(\sigma \tau I+\Lambda_{i}^{-1}\right)$. Further

$$
\begin{gathered}
0=D=\left|\begin{array}{ccccc}
I-P_{1} & I & I & \ldots & I \\
I & I-P_{2} & I & \ldots & I \\
I & I & I-P_{3} & \ldots & I \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
I & I & I & \ldots & I-P_{n}
\end{array}\right| \\
=\left|\begin{array}{ccccc}
I-P_{1} & I & I & \ldots & I \\
P_{1} & -P_{2} & 0 & \ldots & 0 \\
P_{1} & 0 & -P_{3} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
P_{1} & 0 & 0 & \ldots & -P_{n}
\end{array}\right|=\left|\begin{array}{ccccc}
0 & 0 & 0 & \ldots & I \\
P_{1} & -P_{2} & 0 & \ldots & 0 \\
P_{1} & 0 & -P_{3} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
D_{1} & P_{n} & P_{n} & \ldots & -P_{n}
\end{array}\right|,
\end{gathered}
$$

where $D_{1}=P_{n}+P_{1}-P_{n} P_{1}$. From here we obtain

$$
\begin{aligned}
& 0=\left|\begin{array}{cccccc}
P_{1} & -P_{2} & 0 & \ldots & 0 & 0 \\
P_{1} & 0 & -P_{3} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
P_{1} & 0 & 0 & \ldots & 0 & -P_{n-1} \\
D_{1} & P_{n} & P_{n} & \ldots & P_{n} & P_{n}
\end{array}\right| \\
& =\left|\begin{array}{cccccc}
P_{1} & -P_{2} & 0 & \ldots & 0 & 0 \\
0 & P_{2} & -P_{3} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & P_{2} & 0 & \ldots & 0 & -P_{n-1} \\
0 & D_{2} & P_{n} & \ldots & P_{n} & P_{n}
\end{array}\right| \\
& =\operatorname{det} P_{1} \cdot\left|\begin{array}{ccccc}
P_{2} & -P_{3} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
P_{2} & 0 & \ldots & 0 & -P_{n-1} \\
D_{2} & P_{n} & \ldots & P_{n} & P_{n}
\end{array}\right|,
\end{aligned}
$$

where $D_{2}=P_{n}+D_{1} P_{1}^{-1} P_{2}$. Continuing in the same manner, we get

$$
\begin{equation*}
\operatorname{det} P_{1} \cdot \operatorname{det} P_{2} \cdots \operatorname{det} P_{n-2} \cdot \operatorname{det} D_{n-1}=0 \tag{7}
\end{equation*}
$$

where $D_{i}=P_{n}+D_{i-1} P_{i-1}^{-1} P_{i}, \quad i=2,3, \ldots, n-1$.
Using the commutativity of operators $\Lambda_{i}$, by recursion we obtain

$$
\begin{gathered}
D_{n-1}=P_{n}\left(P_{1}^{-1}+\cdots+P_{n}^{-1}-I\right) P_{n-1} \\
=\frac{1-\lambda}{\tau} Q_{n}\left(Q_{1}^{-1}+\cdots+Q_{n}^{-1}-\frac{1-\lambda}{\tau} I\right) Q_{n-1},
\end{gathered}
$$

which, together with (7), yields

$$
\begin{align*}
& \left(\frac{1-\lambda}{\tau}\right)^{(n-1) N^{n}} \operatorname{det} Q_{1} \cdot \operatorname{det} Q_{2} \cdots \operatorname{det} Q_{n} \times  \tag{8}\\
& \quad \times \operatorname{det}\left(Q_{1}^{-1}+\cdots+Q_{n}^{-1}-\frac{1-\lambda}{\tau} I\right)=0
\end{align*}
$$

From (8) it follows that $\lambda=1$ is the eigenvalue of the matrix $\mathbf{B}$ of the multiplicity $(n-1) N^{n}$. The other eigenvalues can be expressed using eigenvalues of the matrix $Q_{1}^{-1}+\cdots+Q_{n}^{-1}$. Because $Q_{j}=\sigma \tau I+\Lambda_{j}^{-1}=$ $\Lambda_{j}^{-1}\left(I+\sigma \tau \Lambda_{j}\right)$ and the eigenvalues of $\Lambda_{j}$ equal to $\lambda_{k_{j}}, k_{j}=1,2, \ldots, N$, we get
$\lambda=\lambda_{k_{1}, k_{2}, \ldots, k_{n}}=1-\tau \sum_{j=1}^{n} \frac{\lambda_{k_{j}}}{1+\sigma \tau \lambda_{k_{j}}} \quad k_{1}, k_{2}, \ldots, k_{n}=1,2, \ldots, N$.

One can directly verify the following result.
Lemma 2. The eigenvectors of the matrix $\mathbf{B}$ corresponding to the eigenvalue $\lambda=1$ are

$$
\begin{aligned}
& \phi^{1 ; k_{1}, k_{2}, \ldots, k_{n}}=\left(\frac{\varphi^{k_{1}, k_{2}, \ldots, k_{n}}}{\lambda_{k_{1}}},-\frac{\varphi^{k_{1}, k_{2}, \ldots, k_{n}}}{\lambda_{k_{2}}}, 0, \ldots, 0\right)^{T}, \\
& \phi^{2 ; k_{1}, k_{2}, \ldots, k_{n}}=\left(\frac{\varphi^{k_{1}, k_{2}, \ldots, k_{n}}}{\lambda_{k_{1}}}, 0,-\frac{\varphi^{k_{1}, k_{2}, \ldots, k_{n}}}{\lambda_{k_{3}}}, 0, \ldots, 0\right)^{T}, \\
& \phi^{n-1 ; k_{1}, k_{2}, \ldots, k_{n}}=\left(\frac{\varphi^{k_{1}, k_{2}, \ldots, k_{n}}}{\lambda_{k_{1}}}, 0, \ldots, 0,-\frac{\varphi^{k_{1}, k_{2}, \ldots, k_{n}}}{\lambda_{k_{n}}}\right)^{T},
\end{aligned}
$$

where

$$
\varphi^{k_{1}, k_{2}, \ldots, k_{n}}=\sin x_{1} \cdot \sin x_{2} \cdots \sin x_{n}, \quad\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \omega
$$

For the eigenvalue $\lambda_{k_{1}, k_{2}, \ldots, k_{n}}$ corresponding eigenvector is

$$
\begin{gathered}
\phi^{k_{1}, k_{2}, \ldots, k_{n}}=\phi^{n ; k_{1}, k_{2}, \ldots, k_{n}} \\
=\left(\frac{\varphi^{k_{1}, k_{2}, \ldots, k_{n}}}{1+\sigma \tau \lambda_{k_{1}}}, \frac{\varphi^{k_{1}, k_{2}, \ldots, k_{n}}}{1+\sigma \tau \lambda_{k_{2}}}, \ldots, \frac{\varphi^{k_{1}, k_{2}, \ldots, k_{n}}}{1+\sigma \tau \lambda_{k_{n}}}\right)^{T} .
\end{gathered}
$$

The vectors $\varphi^{k_{1}, k_{2}, \ldots, k_{n}}$ represent an orthogonal basis of $H_{h}$. From the representation

$$
\tilde{f}=\sum_{k_{1}, k_{2}, \ldots, k_{n}} \alpha_{k_{1}, k_{2}, \ldots, k_{n}} \varphi^{k_{1}, k_{2}, \ldots, k_{n}}
$$

we immediately obtain

$$
\mathbf{c}=\tau \sum_{k_{1}, k_{2}, \ldots, k_{n}} \alpha_{k_{1}, k_{2}, \ldots, k_{n}} \phi^{k_{1}, k_{2}, \ldots, k_{n}}
$$

Choosing $\mathbf{v}_{0}=\mathbf{0}$, from (5) follows

$$
\begin{equation*}
\mathbf{v}_{k}=\left(\mathbf{B}^{k-1}+\mathbf{B}^{k-2}+\ldots+\mathbf{I}\right) \mathbf{c} \tag{9}
\end{equation*}
$$

$=\tau \sum_{k_{1}, k_{2}, \ldots, k_{n}} \alpha_{k_{1}, k_{2}, \ldots, k_{n}}\left(\lambda_{k_{1}, k_{2}, \ldots, k_{n}}^{k-1}+\lambda_{k_{1}, k_{2}, \ldots, k_{n}}^{k-2}+\ldots+1\right) \phi^{k_{1}, k_{2}, \ldots, k_{n}}$, and this iterative process converges if

$$
\begin{equation*}
\max _{k_{1}, k_{2}, \ldots, k_{n}}\left|\lambda_{k_{1}, k_{2}, \ldots, k_{n}}\right|<1 \tag{10}
\end{equation*}
$$

If (10) is satisfied, for $k \rightarrow \infty$ from (9) follows

$$
\begin{equation*}
\mathbf{v}_{k} \rightarrow \mathbf{v}=\tau \sum_{k_{1}, k_{2}, \ldots, k_{n}} \alpha_{k_{1}, k_{2}, \ldots, k_{n}} \frac{1}{1-\lambda_{k_{1}, k_{2}, \ldots, k_{n}}} \phi^{k_{1}, k_{2}, \ldots, k_{n}} \tag{11}
\end{equation*}
$$

Using the orthogonality of vectors $\varphi^{k_{1}, k_{2}, \ldots, k_{n}}$ and the Parseval equation, from (9) and (11) follows

$$
\begin{equation*}
\left\|\mathbf{v}_{k}-\mathbf{v}\right\| \leq\left(\max _{k_{1}, k_{2}, \ldots, k_{n}}\left|\lambda_{k_{1}, k_{2}, \ldots, k_{n}}\right|\right)^{k}\left\|\mathbf{v}_{0}-\mathbf{v}\right\|, \quad \mathbf{v}_{0} \in \widetilde{\mathbf{H}}_{h} \tag{12}
\end{equation*}
$$

The same conclusion holds if $\mathbf{v}_{0}$ is an arbitrary linear combination of vectors $\phi^{k_{1}, k_{2}, \ldots, k_{n}}$. The set of such vectors is a subspace of $H_{h}^{n}$, which will be denoted by $\widetilde{\mathbf{H}}_{h}$.

Let us estimate $\max _{k_{1}, k_{2}, \ldots, k_{n}}\left|\lambda_{k_{1}, k_{2}, \ldots, k_{n}}\right|$. The values $\lambda_{k_{j}}$ belong to the interval $[m, M]$, where

$$
m=\frac{4}{h^{2}} \sin ^{2} \frac{\pi h}{2} \geq 8, \quad M=\frac{4}{h^{2}} \cos ^{2} \frac{\pi h}{2}<\frac{4}{h^{2}}
$$

Further

$$
\begin{gathered}
\max _{k_{1}, k_{2}, \ldots, k_{n}}\left|\lambda_{k_{1}, k_{2}, \ldots, k_{n}}\right| \leq \max _{\lambda_{k_{j}} \in[m, M]}\left|1-\tau \sum_{j=1}^{n} \frac{\lambda_{k_{j}}}{1+\sigma \tau \lambda_{k_{j}}}\right| \\
=\max _{\lambda \in[m, M]}\left|1-\frac{n \tau \lambda}{1+\sigma \tau \lambda}\right|
\end{gathered}
$$

From here, one can directly check that the condition (10) is satisfied for $\tau>0$ and $n / 2 \leq \sigma<\infty$. For $0<\sigma<n / 2$ the condition (10) is satisfied for $0<\tau<\frac{\overline{2}}{M(n-2 \sigma)}$. Thus the following result holds true.

Lemma 3. If $\mathbf{v}_{0} \in \widetilde{\mathbf{H}}_{h}$ and $\tau>0, n / 2 \leq \sigma<\infty$ or $0<\tau<\frac{2}{M(n-2 \sigma)}$, $0<\sigma<n / 2$ then the iterative process (5) converges and the error estimate (12) holds.

If the condition (10) is satisfied, the convergence rate of the sequence (9) is optimal when $\max _{k_{1}, k_{2}, \ldots, k_{n}}\left|\lambda_{k_{1}, k_{2}, \ldots, k_{n}}\right|$ is minimal. Supposing that $\sigma$ and $\tau$ are nonnegative, in a natural way we obtain the following inf-sup problem: find

$$
q=q(\sigma)=\inf _{\tau \geq 0} \sup _{\lambda \in[m, M]}\left|1-\frac{n \tau \lambda}{1+\sigma \tau \lambda}\right| .
$$

Let us first consider the case $0 \leq \sigma<n$. Denote

$$
\psi(t)=\left|1-\frac{n t}{1+\sigma t}\right|
$$

Let $\tau>0$ be fixed. The function

$$
\psi_{0}(\lambda)=\psi(\tau \lambda)=\left|1-\frac{n \tau \lambda}{1+\sigma \tau \lambda}\right|
$$

is decreasing on the interval $\left[0, \frac{1}{(n-\sigma) \tau}\right]$, increasing on the interval $\left[\frac{1}{(n-\sigma) \tau}\right.$, $+\infty]$, and $\psi_{0}(0)=1, \psi_{0}\left(\frac{1}{(n-\sigma) \tau}\right)=0, \lim _{\lambda \rightarrow+\infty} \psi_{0}(\lambda)=(n-\sigma) / \sigma(\mathrm{fig}$. 1). It follows that

$$
\sup _{\lambda \in[m, M]}\left|1-\frac{n \tau \lambda}{1+\sigma \tau \lambda}\right|=\sup _{\lambda \in[m, M]} \psi_{0}(\lambda)=\max \left\{\psi_{0}(m), \psi_{0}(M)\right\}
$$

Treated as functions of $\tau, \psi_{1}(\tau)=\psi_{0}(m)=\psi(m \tau)$ and $\psi_{2}(\tau)=\psi_{0}(M)=$ $\psi(M \tau)$ have an analogous behaviour as $\psi_{0}(\lambda)$ (fig. 2). Because $0<$ $\frac{1}{(n-\sigma) M}<\frac{1}{(n-\sigma) m}$, there exists a point $\tau_{0} \in\left(\frac{1}{(n-\sigma) M}, \frac{1}{(n-\sigma) m}\right)$ such that $\psi_{1}\left(\tau_{0}\right)=\psi_{2}\left(\tau_{0}\right)$. Furthermore, $\psi_{1}(\tau)>\psi_{2}(\tau)$ for $\tau \in\left(0, \tau_{0}\right)$ and $\psi_{1}(\tau)<$ $\psi_{2}(\tau)$ for $\tau \in\left(\tau_{0},+\infty\right)$. In such a way

$$
\max \left\{\psi_{0}(m), \psi_{0}(M)\right\}=\max \left\{\psi_{1}(\tau), \psi_{2}(\tau)\right\}= \begin{cases}\psi_{1}(\tau), & \tau \in\left(0, \tau_{0}\right) \\ \psi_{2}(\tau), & \tau \in\left(\tau_{0},+\infty\right)\end{cases}
$$

and

$$
\inf _{\tau \geq 0} \sup _{\lambda \in[m, M]}\left|1-\frac{n \tau \lambda}{1+\sigma \tau \lambda}\right|=\psi_{1}\left(\tau_{0}\right)=\psi_{2}\left(\tau_{0}\right)<1
$$
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The value $\tau_{0}$ can be easily obtained as

$$
\begin{equation*}
\tau_{0}=\tau_{0}(\sigma)=\frac{2}{\sqrt{(\sigma-n / 2)^{2}(M-m)^{2}+n^{2} M m}-(\sigma-n / 2)(M+m)} \tag{13}
\end{equation*}
$$

and from here

$$
\begin{gather*}
q=q(\sigma)=\inf _{\tau \geq 0} \sup _{\lambda \in[m, M]}\left|1-\frac{n \tau \lambda}{1+\sigma \tau \lambda}\right|  \tag{14}\\
=\frac{n-\sigma}{\sigma} \frac{(\sigma+n / 2) M-(\sigma-n / 2) m-\sqrt{(\sigma-n / 2)^{2}(M-m)^{2}+n^{2} M m}}{(3 n / 2-\sigma) M+(\sigma-n / 2) m+\sqrt{(\sigma-n / 2)^{2}(M-m)^{2}+n^{2} M m}}
\end{gather*}
$$

Notice that the function $\tau_{0}(\sigma)$ is increasing on the interval $[0, n$ ) (fig. 3). In particular

$$
\begin{gathered}
\tau_{0}(0)=\frac{2}{n(M+m)}=\frac{h^{2}}{2 n} ; \tau_{0}(n / 2)=\frac{2}{n \sqrt{M m}}=\frac{h^{2}}{n \sin \pi h} \asymp \frac{h}{n \pi}, \quad h \rightarrow 0 ; \\
\lim _{\sigma \rightarrow n-0} \tau_{0}(\sigma)=+\infty
\end{gathered}
$$

The function $q(\sigma)$ is decreasing on $[0, n]$ (fig. 4), and

$$
\begin{gathered}
q(0)=\frac{M-m}{M+m}=\cos \pi h \asymp 1-\frac{\pi^{2} h^{2}}{4}, \quad h \rightarrow 0 ; \\
q(n / 2)=\frac{\sqrt{M}-\sqrt{m}}{\sqrt{M}+\sqrt{m}}=\frac{1-\sin \pi h}{\cos \pi h} \asymp 1-\pi h, \quad h \rightarrow 0 ; \quad q(n)=0 .
\end{gathered}
$$
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For $\sigma \geq n$ the function $\psi_{0}(\lambda)$ is positive and monotonically decreasing for $\lambda>0$, so

$$
\sup _{\lambda \in[m, M]} \psi_{0}(\lambda)=\psi_{0}(m)=\psi(m \tau)=1-\frac{n \tau m}{1+\sigma \tau m}=\psi_{1}(\tau)
$$

The function $\psi_{1}(\tau)=\psi(m \tau)$ is also decreasing for $\tau \geq 0$, so

$$
1=\psi_{1}(0) \geq \psi_{1}(\tau)>\lim _{\tau \rightarrow+\infty} \psi_{1}(\tau)=\frac{\sigma-n}{\sigma}
$$

Consequently,

$$
\begin{align*}
& q=q(\sigma)=\inf _{\tau \geq 0} \sup _{\lambda \in[m, M]}\left|1-\frac{n \tau \lambda}{1+\sigma \tau \lambda}\right|  \tag{15}\\
& =\inf _{\tau \geq 0} \psi_{1}(\tau)=\lim _{\tau \rightarrow+\infty} \psi_{1}(\tau)=\frac{\sigma-n}{\sigma}
\end{align*}
$$

In such a manner we have proved the following assertion:
Theorem 1. If the initial vector $\mathbf{v}_{0}$ of the sequence (4) belongs to the subspace $\widetilde{\mathbf{H}}_{h}$ then the optimal iterative parameter $\tau$, by the maximal convergence rate criterion is $\tau=\tau_{0}(\sigma)$, for $\sigma \in(0, n)$, or $\tau=+\infty$, for $\sigma \geq n$. In this case, the following convergence rate estimate holds

$$
\left\|\mathbf{v}_{k}-\mathbf{v}\right\| \leq q^{k}\left\|\mathbf{v}_{0}-\mathbf{v}\right\|
$$

where $q=q(\sigma)$ is defined by (14) or (15).
Remark 1. In the case when $\sigma=n, \tau=\infty$ the method (4) becomes

$$
n \Lambda\left(\mathbf{v}_{k}-\mathbf{v}_{k-1}\right)+\mathbf{E} \Lambda \mathbf{v}_{k-1}=\mathbf{f}
$$

and converges in a single step if $\mathbf{v}_{0} \in \widetilde{\mathbf{H}}_{h}$. For example, if $\mathbf{v}_{0}=\mathbf{0}$ then

$$
\mathbf{v}_{1}=\mathbf{v}_{2}=\ldots=\mathbf{v}=\frac{1}{n} \Lambda^{-1} \mathbf{f}=\frac{1}{n}\left(\Lambda_{1}^{-1} \tilde{f}, \Lambda_{2}^{-1} \tilde{f}, \ldots, \Lambda_{n}^{-1} \tilde{f}\right)^{T}
$$

Note that in this case the limit vector does not determine the solution of the starting problem (2).

## 3. Internal Error of the Method

In the previous paragraph we have proved that for a suitable choice of iterative parameter $\tau$ the iterative process (4) converges to the limit vector (11). On the other hand, the exact solution of the problem (2) is

$$
\begin{equation*}
v^{*}=\left(\Lambda_{1}+\Lambda_{2}+\ldots+\Lambda_{n}\right)^{-1} \tilde{f}=\sum_{k_{1}, k_{2}, \ldots, k_{n}} \frac{\alpha_{k_{1}, k_{2}, \ldots, k_{n}}^{\lambda_{k_{1}}+\cdots+\lambda_{k_{n}}}}{} \varphi^{k_{1}, k_{2}, \ldots, k_{n}} \tag{16}
\end{equation*}
$$

Let us estimate the distance from the exact solution $v^{*}$ to the arithmetical mean $\bar{v}=\left(v^{1}+v^{2}+\cdots+v^{n}\right) / n$ of components of the limit vector $\mathbf{v}$. From (16) and (11) after some algebraic manipulation we obtain

$$
\begin{align*}
\bar{v}-v^{*}= & \sum_{k_{1}, k_{2}, \ldots, k_{n}} \alpha_{k_{1}, k_{2}, \ldots, k_{n}}\left(\frac{1}{\sum_{j=1}^{n} \frac{\lambda_{k_{j}}}{1+\sigma \tau \lambda_{k_{j}}}}\right.  \tag{17}\\
& \left.-\frac{\sigma \tau}{n}-\frac{1}{\sum_{j=1}^{n} \lambda_{k_{j}}}\right) \varphi^{k_{1}, k_{2}, \ldots, k_{n}} .
\end{align*}
$$

In such a manner, estimation of the error $\bar{v}-v^{*}$ reduces to estimation of the maximum of modulus of the function

$$
\chi\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)=\frac{1}{\sum_{j=1}^{n} \lambda_{j}\left(1+\sigma \tau \lambda_{j}\right)^{-1}}-\frac{\sigma \tau}{n}-\frac{1}{\sum_{j=1}^{n} \lambda_{j}}
$$

in the domain $[m, M]^{n}$.
The function $\chi\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ is a symmetric function of variables $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. Consequently, $|\chi|$ reaches its maximum in the domain $[m, M]^{n}$ either on the diagonal or on the boundary of the domain. Because
$\chi(\lambda, \lambda, \ldots, \lambda)=0$, it only remains to consider the second possibility. It is sufficient to examine the function $\chi$ on hyperplanes:
a) $\lambda_{k+1}=\cdots=\lambda_{n}=m\left(\right.$ or $\left.\lambda_{k+1}=\cdots=\lambda_{n}=M\right), \quad 1 \leq k \leq$ $n-1$,
and
b) $\lambda_{k+1}=\cdots=\lambda_{k+j}=m, \lambda_{k+j+1}=\cdots=\lambda_{n}=M, \quad k \geq 1, j \geq$ 1,

$$
k+j \leq n-1,
$$

as well as in vertices
c) $\lambda_{1}=\cdots=\lambda_{i}=M, \quad \lambda_{i+1}=\cdots=\lambda_{n}=m, \quad 1 \leq i \leq n-1$.

On hyperplanes of the type a) the only stationary point is at the vertix $\lambda_{1}=\cdots=\lambda_{k}=m$ (respectively $\lambda_{1}=\cdots=\lambda_{k}=M$ ).

On hyperplanes of the type b) there is a stationary point

$$
\lambda_{1}=\cdots=\lambda_{k}=\frac{C_{k j}-\widehat{C}_{k j}}{\sigma \tau \widehat{C}_{k j}},
$$

where

$$
C_{k j}=j m+(n-k-j) M, \quad \widehat{C}_{k j}=\frac{j m}{1+\sigma \tau m}+\frac{(n-k-j) M}{1+\sigma \tau M} .
$$

Then

$$
\chi=\frac{\sigma \tau}{n} \cdot \frac{(n-k)\left(C_{k j}-\widehat{C}_{k j}\right)-\sigma \tau C_{k j} \widehat{C}_{k j}}{k\left(C_{k j}-\widehat{C}_{k j}\right)+\sigma \tau C_{k j} \widehat{C}_{k j}},
$$

and

$$
\begin{equation*}
|\chi| \leq \sigma \tau \tag{18}
\end{equation*}
$$

At the vertix c)

$$
\chi=\frac{1}{i M /(1+\sigma \tau M)+(n-i) m /(1+\sigma \tau m)}-\frac{\sigma \tau}{n}-\frac{1}{i M+(n-i) m} .
$$

If we denote $t_{i}=[i M+(n-i) m] / n$ the last equality can be rewritten as

$$
\chi=\kappa\left(t_{i}\right)=\frac{1}{n}\left[\frac{1+\sigma \tau(M+m)+\sigma^{2} \tau^{2} M m}{t_{i}+\sigma \tau M m}-\sigma \tau-\frac{1}{t_{i}}\right],
$$

and the problem reduces to the determination of $\max _{1 \leq i \leq n-1}\left|\kappa\left(t_{i}\right)\right|$.

The function $\kappa(t)$ (fig. 5) is nonnegative on the interval [ $m, M$ ], vanishes on its boundaries and has one maximum in the point

$$
t^{\prime}=\frac{\sigma \tau M m}{\sqrt{1+\sigma \tau(M+m)+\sigma^{2} \tau^{2} M m}-1}
$$



Fig. 5
For sufficiently small $h$, the inequalities $3 h^{-2}<M<4 h^{-2}$ and $8<m<$ 10 hold. After a few simple estimation we obtain

$$
m<t^{\prime}<10+11 / h=O\left(h^{-1}\right) .
$$

On the other hand

$$
t_{i}=m+\frac{i}{n}(M-m) \geq \frac{3}{n h^{2}}=O\left(h^{-2}\right)
$$

so

$$
m<t^{\prime}<t_{1}<t_{2}<\cdots<t_{n-1}<M
$$

From here we conclude that the desired maximum is reached in the point $t_{1}$ :

$$
\max _{1 \leq i \leq n-1}\left|\kappa\left(t_{i}\right)\right|=\kappa\left(t_{1}\right) .
$$

Further

$$
\begin{equation*}
\kappa\left(t_{1}\right)=\frac{(n-1) \sigma \tau M+\sigma \tau m+n}{n[M+(n-1) m+n \sigma \tau M m]}-\frac{1}{M+(n-1) m} \leq \sigma \tau . \tag{19}
\end{equation*}
$$

In such a manner, from (18) and (19) follows

$$
\begin{equation*}
\max _{\lambda_{j} \in[m, M]}\left|\frac{1}{\sum_{j=1}^{n} \lambda_{j}\left(1+\sigma \tau \lambda_{j}\right)^{-1}}-\frac{\sigma \tau}{n}-\frac{1}{\sum_{j=1}^{n} \lambda_{j}}\right| \leq \sigma \tau . \tag{20}
\end{equation*}
$$

Notice that for $\sigma \tau=O(1)$ estimates (19) and (20) are of optimal order. Really, when $h \rightarrow 0$, we get

$$
\kappa\left(t_{1}\right) \asymp \frac{n-1}{n} \frac{\sigma \tau}{1+n \sigma \tau \pi^{2}} \geq \frac{n-1}{n} \frac{\sigma \tau}{1+C n \pi^{2}}=C_{1} \sigma \tau .
$$

From (17) and (20) we immediately obtain the following proposition:
Theorem 2. For the iterative process (4), in the case of convergence, the error estimate

$$
\left\|\bar{v}-v^{*}\right\| \leq \sigma \tau\|\tilde{f}\|
$$

holds.
Remark 2. From the previous it follows that the free parameter $\sigma$ must be determined by two criteria: to maximize the convergence rate (minimize $q(\sigma))$ and to minimize the error $\bar{v}-v^{*}$ (in practice it is sufficient to set $\left.\sigma \tau=O\left(h^{2}\right)\right)$. Unfortunately, these conditions are contradictory. Setting

$$
\sigma=\frac{n}{2}-C n h^{\alpha},
$$

and using assimptotical expansion when $h \rightarrow 0$, we obtain from (13) and (14)

$$
q=1-O\left(h^{2-\alpha}\right), \quad \sigma \tau_{0}=O\left(h^{2-\alpha}\right) \quad \text { for } \quad 0 \leq \alpha \leq 1
$$

and

$$
q=1-O(h), \quad \sigma \tau_{0}=O(h) \quad \text { for } \quad \alpha \geq 1
$$

In the case $\sigma \geq n / 2$, we have

$$
\sigma \tau_{0} \geq 0.5 n \tau_{0}(0.5 n)=O(h) .
$$

In such a way, in the case of "fast" convergence - internal error is "large" ( $\alpha=1$ ), while in the case of "small" internal error - the convergence is "slow" ( $\alpha=0$ ).

Due to its paralellelism, the method can be used for the fast calculation of a rough approximation of the solution, which can be improved with other iterative methods.
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