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A FAMILY OF SIMULTANEOUS METHODS FOR

FINDING ZEROS OF ANALYTIC FUNCTIONS

Slobodan Tri�ckovi�c and Sne�zana Ili�c

Abstract� In this paper a new one parameter family of simultaneous meth�
ods for �nding zeros of a class of analytic function is derived
 This family

is obtained by applying Hansen�Patrick�s third order method for solving the
single equation f�z� � � to a suitable function
 It is shown that all the

methods of this family have fourth order of convergence


�� Introduction

Let f be a function of z and let � be a �xed parameter� About twenty
years ago Hansen and Patrick derived in ��� one parameter family of iteration
functions for �nding simple zeros of f in the form

�z � z � 	�
 ��f	z�

�f �	z��
q
f �	z�

� � 	�
 ��f	z�f ��	z�
� 	��

Here �z is a new approximation and z is a former approximation to the de

sired zero� This family includes several well
known methods as Ostrowski�s
method 	� � ��� Euler�s method 	� � ��� Laguerre�s method 	� � ��	�����
and Halley�s method 	� � ���� Also� as a limiting case 	����� Newton�s
method is obtained� Except Newton�s method which is quadratically con

vergent� all methods of the family 	�� have cubic convergence to a simple
zero�

In this paper we consider a class of functions z �� �	z� analytic inside and
on the simple smooth contour � � without zeros on � and with the known
number n of simple zeros ��� � � � � �n inside �� This class of analytic functions
will be denoted with �� If G denotes the region bounded by �� then � � �
can be represented in the form

�	z� � exp
�
�	z�

� nY
j��

	z � �j� 	z � G� 	��
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	see Smirnov ������ where z �� �	z� is an analytic function in G such that
X	z� �� exp

�
�	z�

� �� � for all z � G� The analytic function � which appears
in 	�� is given by

�	z� �
�

�	i

Z
�

log�	w � c��n�	w��

w � z
dw� 	��

where c is an arbitrary point in G such that �	c� �� � 	see �����
The number of zeros n of � inside G is determined by the argument

principle

n �
�

�	i

Z
�

��	w�

�	w�
dw �

�

�	

�
arg�	w�

�
�
�

A procedure of computational interest has been proposed in ���� the contour
� of the region G is replaced by a polygon of vertices A�� � � � � An belonging
to ��

Various methods for the simultaneous determination of zeros of analytic
functions belonging to � have been presented in the papers ���� ���� ��� and
����� The evaluation of �	z� given by 	�� at some point z � zi is performed
using numerical integration in the complex plane� As it was advised in ����
the contour integral 	�� should be computed with satisfactory e�ect using
trapezoidal quadrature rule� Computational aspect of the calculation of the
value �	zi� and the determination of the number of zeros n were studied in
details in the papers ���� ���� ���� so that we will not consider these subjects
here�

�� Simultaneous methods for analytic functions

Let P be a monic polynomial of degree n whose zeros coincide with the
zeros ��� � � � � �n of the analytic function � � �� that is

P 	z� �
nY

j��

	z � �j�� �	z� � exp
�
�	z�

�
P 	z��

Let z�� � � � � zn be n pairwise distinct approximations to these zeros� Let us
introduce

Wi �
P 	zi�Y

j ��i

	zi � zj�
�

exp
���	zi�

�
�	zi�Y

j ��i

	zi � zj�
	��

and

S��i �
X
j ��i

Wj

zi � zj
� S��i �

X
j ��i

Wj

	zi � zj��
� 
i �

X
j ��i

Wj

�i � zj
�
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Using approximations z�� � � � � zn� by the Lagrangean interpolation we can
represent the polynomial P for all z � C as

P 	z� �
nY

j��

	z � zj� 

nX

k��

Wk

nY
j��

j ��k

	z � zj�� 	��

Let us de�ne the function z �� hi	z� by

hi	z� ��
P 	z�Y

j ��i

	z � zj�
�

Then� using 	���

hi	z� � Wi 
 	z � zi�
�
� 


X
j ��i

Wj

z � zj

�
� 	��

Any zero �i of P 	and� consequently� of ��� is also a zero of the function
hi	z�� Let In � f�� � � � � ng be the index set� Starting from hi	z� we �nd

hi	zi� � Wi� h�i	zi� � � 

nX

j��

j ��i

Wj

zi � zj
� �
 S��i�

h��i 	zi� � ��
nX

j��

j ��i

Wj

	zi � zj��
� ��S��i 	i � In��	��

To construct a new family of iterative methods for �nding all zeros of
� � � inside the region G� we use the idea presented by Sakurai and Petkovi�c
in ����� We apply Hansen
Patrick�s formula 	�� to the function hi	z� 	which
has the same zeros as � inside G�� Substituting f� f �� f �� that appear in 	��
by h	zi�� h�	zi�� h��	zi� 	given by 	���� after short arrangement we obtain a
new one parameter family for the simultaneous approximation of all simple
zeros of analytic function � inside G �

�zi � zi � 	�
 ��Wi

�	� 
 S��i��
p
	� 
 S��i�� 
 �	�
 ��WiS��i

	i � In�� 	��

Remark� Formula 	�� contains a � in front of the square root� Since the
correction �i � �zi�zi has to be as small in magnitude as possible� we choose
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the sign so that the denominator od �i is greater in magnitude� It can be
shown that for jWij small enough 	which assumes very close approximations
to the zeros� the sign  
! have to be chosen� Then the main part of the
iterative formula 	�� is

�zi � zi � Wi

� 

X
j ��i

Wj

zi � zj

	i � In�� 	��

which is a generalization of B"orsch
Supan�s method of the third order ����
Namely� if � is a polynomial 	�	z� � ��� then 	�� reduces to B"orsch
Supan�s
method for the simultaneous determination of all simple zeros of a polyno

mial�

Example �� The case � � �� requires a limiting operation in 	��� After
short manipulations we get

�zi � zi � Wi	� 
 G��i�

	� 
G��i�� 
WiG��i

	i � In�� 	���

This formula can be derived directly by applying the classical Halley�s for

mula to the function hi	z�� Note that Ellis and Watson ��� derived the itera

tive formula 	��� in the case of algebraic polynomials using a quite di�erent
approach�

Example �� Letting � � � in 	��� we obtain the generalized B"orsch

Supan�s third order iterative method 	��� This method can be directly ob

tained by applying Newton�s method to the function hi	z��

�� Convergence analysis

Let ��i � �zi � �i and �i � zi � �i denote the errors in the current and
previous iteration� respectively� If two complex numbers � and 
 are of
the same order in magnitude we will write � � OM	
�� In our analysis of
convergence we will assume that the errors ��� � � � � �n are of the same order
in magnitude� that is �i � OM	�j� for any pair i� j � In � f�� � � � � ng�
Besides� let � � f��� � � � � ��g be the error with the maximal magnitude 	that
is j�j 	 j�ij 	i � �� � � � � n�� but still � � OM	�i� for any i � In�

Theorem� Let z�� � � � � zn be su�ciently good approximations to the zeros
��� � � � � �n of the analytic function � � � in a given region G� Then the
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family of iterative methods ��� has the order of convergence four for any
�xed and �nite parameter ��

Proof� Let us introduce ui � WiS��i�	� 
 S��i�
�� According to 	�� we have

Wi � 	zi � �i� exp
���	zi�

�Y
j ��i

zi � �j
zi � zj

� �i exp
���	zi�

�Y
j ��i

zi � �j
zi � zj

�

so that we estimate

Wi � OM	�i� � OM	��� S��i � OM	��� S��i � OM	���


i � OM	��� ui � OM	����	���

Assuming that � is small enough� following Remark we take the sign  
!

in 	��� Using the development
p
� 
 z � � 


z

�
� z�

�

 
 
 
 for jzj � �� from

	�� we obtain

�zi � zi � 	�
 ��Wi

�	� 
 S��i� 
 	� 
 S��i�
p
� 
 �	�
 ��ui

� zi � 	�
 ��Wi

	� 
 S��i�	�
 � 
 	�
 ��ui 
 OM	u�i ��
�

Hence� by the development in geometric series

	� 
 z��� � �� z 
 z� � z� 
 
 
 
 � 	jzj � ��� 	���

we �nd

�zi � zi � Wi

	� 
 S��i�
�
� 
 ui 
OM	u�i �

�
� zi � Wi

� 
 S��i

�
�� WiS��i

	� 
 S��i��

 OM	u�i �

�
�	���

Setting z �� �i in 	�� 	with hi	�i� � �� we obtain Wi � �i	� 
 
i� so that
	��� becomes

�zi � zi � Wi

� 
 S��i

�
�� �i	� 
 
i�S��i�

� 
 S��i

��
	


 OM	���� 	���
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where� according to 	���� we estimated WiOM	u�i � � OM	���� Taking z � �i
in 	�� the following �xed point relation is obtained

�i � zi � Wi

� 

X
j ��i

Wj

�i � zj

� zi � Wi

� 
 
i
� 	���

Subtracting 	��� from 	��� and taking into account the estimates 	����
we �nd

��i � �zi � �i �
Wi

� 
 
i
� Wi

� 
 S��i


Wi�i	� 
 
i�S��i

	� 
 S��i��

OM	���� 	���

Using 	��� we obtain

�

� 
 S��i
� � 
OM	���

�

	� 
 S��i��
� �
 OM	���

�

� 
 
i
� � 
 OM	���

so that

Wi

� 
 
i
� Wi

� 
 S��i
�

Wi

X
j ��i

Wj	�i � zi�

	zi � zj�	�i � zj�

	� 
 
i�	� 
 S��i�

� �Wi�i
X
j ��i

Wj

	zi � zj�	�i � zj�

 ��iOM	��� 
OM	���

and

Wi�i	� 
 
i�S��i
	� 
 S��i��

� Wi�i	� 
 
i�S��i
�
� 
OM	��

�
� Wi�iS��i 
OM	����

The two last relations give

Wi

� 
 
i
� Wi

� 
 S��i


Wi�i	� 
 
i�S��i

	� 
 S��i��

� �Wi�i
X
j ��i

Wj	zi � �i�

	zi � zj��	�i � zj�

 OM	���

� Wi�
�

iOM	�� 
 OM	��� � OM	����

According to this from 	��� there follows ��i � OM	���� which completes the
proof of theorem� �
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