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Abstract. In the present paper, the almost sure central limit theorem for the m-dependent random sequence
is established, which weakens the moment conditions of Giuliano [10] for the stationary m-dependent
sequence and gets the same results with different methods.

1. Introduction

Almost sure central limit theorems were first established simultaneously by Brosamler [5] and Schatte
[19] for real independent identically distributed (i.i.d.) random variables {Xk, k ≥ 1}. Assume that EXk = µ
and Var(Xk) = σ2, they proved that the classical central limit theorem
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√

n

n∑
k=1

(Xk − µ) D−→ N(0, σ2)

has an almost sure version

1
log n

n∑
k=1

1
k
δ(
√

k)−1
∑k

j=1(X j−µ) =⇒N(0, σ2) a.s. (1)

Here N , δx denote the Gaussian distribution and the point mass at x. The symbols “ D
−→ ”, “ =⇒ ” mean

the convergence in distribution and the weak convergence. Specifically, the relation (1) has the following
simple version:
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(X j − µ) ≤ x

→ Φ(x) a.s. (2)

where I denotes indicator function and

Φ(x) =
1
√

2π

∫ x

−∞

e−
u2
2 du.
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For i.i.d. sequence, the property (1) was proved by Brosamler [5] and Schatte [19] provided E|X1|
2+γ

exists for some γ > 0 (γ = 1 was assumed in the later paper). Lacey and Philipp [12] obtained the
property (1) under assuming only finite variance. Csáki et al. [7] studied the properties of some logarithmic
average. Based on invariance principles for integrals of an Ornstein-Uhlenbeck process and on strong
approximations of normalized partial sums by Ornstein-Uhlenbeck processes, Csörgö and Horváth [8]
proved the invariance principles for logarithmic averages.

For independent not necessarily identically distributed random variables, Rodzik and Rychlik [18]
studied the almost sure central limit theorem. Berkes and Dehling [3] gave a general result and found
a necessary and sufficient condition under mild technical conditions. Berkes and Csáki [2] proved that
every weak limit theorem for independent random variables, subject to minor technical conditions, has an
analogous almost sure version.

For some dependent sequences, Peligrad and Shao [17] gave an almost sure central limit theorem for
associated sequences, strongly mixing and ρ-mixing sequences. Gonchigdanzan [11] proved an almost sure
central limit theorem for a strongly mixing sequence of random variables with a slightly slow mixing rate
and also showed that the almost sure central limit theorem holds for an associated sequence of random
variables without a stationarity assumption. Wang and Liang [21] obtained the almost sure central limit
theorem for negatively associated fields that assures the usual central limit theorem. Bercu et al. [1]
established the almost sure asymptotic properties of vector martingale transforms. Cénac [6] considered
the problem of the convergence of stochastic approximation algorithms and obtained the convergence of
moments in the almost sure central limit theorem.

Based on the above works, in the present paper, we shall consider the almost sure central limit theorem
of the m-dependent sequence. Recall that for a given non-negative integer m, a sequence {Xn}n≥1 of strictly
stationary random variables is called m-dependent if for every k ≥ 1, the following two collections

{X1, · · · ,Xk} and {Xk+m+1,Xk+m+2, · · · }

are independent. Hence, an i.i.d. random variables sequence is 0-dependent and for any non-negative
integers m1 < m2, m1-dependence implies m2-dependence. The study in m-dependence context has its
own interest in the applications. For example, the additive functional of a recurrent Markov chain with the
general state space can be approximated in a certain way by the sums of an 1-dependent sequence which may
not be independent (cf. [16]). Some nonlinear functionals of moving average processes can be approximated
by m-dependent sequence (cf. [9, 14, 15]). Tómács [20] studied the m-dependent random fields and got
the almost sure central limit theorem. Giuliano [10] obtained the almost sure central limit theorem of the
m-dependent sequence by proving a new bound for the Rosenblatt coefficient of the normalized partial
sums of a sequence of m-dependent random variables.

2. Main Results

The following theorem is our main results.

Theorem 2.1. Let {Xn}n≥1 be a sequence of strictly stationary m-dependent random variables with EX1 = 0,
EX2

1 < ∞. Then for any x ∈ R, we have

1
log n

n∑
k=1

1
k

I
{

Sk

σ
√

k
≤ x

}
→ Φ(x), a.s.

where Sn = X1 + · · · + Xn denotes the partial sums and

σ2 := EX2
1 + 2

m+1∑
k=2

EX1Xk.



Y. Miao, X. Y. Xu / Filomat 31:18 (2017), 5581–5590 5583

Remark 2.2. Giuliano [10] also studied the almost sure central limit theorem of the m-dependent random variables
with the condition

sup
n
EX2+δ

n < ∞

for a suitable δ ∈ (0, 1]. His method is firstly to prove the following Rosenblatt coefficient of m-dependent random
variables: There exists an absolute constant H such that, for every pair of integers p, q with p ≤ q, the following bound
holds:

sup
A,x
|P(Up ∈ A,Uq ≤ x) − P(Up ∈ A)P(Uq ≤ x)| ≤ H

 4

√
νp

νq
+

1
qα


where the sup is taken over A ∈ B(R) and x ∈ R. Here

Sn =

n∑
i=1

Xi, νn = Var(Sn), Un =
Sn
√
νn
, lim inf

n→∞

νn

n
> 0, α = δ(6δ + 8)−1.

The second step is to prove that

1
n

n∑
i=1

1A(U2i ) and
1

log n

n∑
i=1

1
i

1A(Ui), n ≥ 1

have the same limit point as n → ∞. From this result, the almost sure central limit theorem for the m-dependent
sequence can be established.

Remark 2.3. Comparing Theorem 2.1 with the works of Giuliano [10], we weaken the moment condition of Giuliano
[10] from (2 +δ)-order moment to 2-order moment, but add the stationarity of the m-dependent sequence. In addition,
the approach in the paper which is from Berkes and Csáki [2], is more direct.

Proof. Given the integer p > 1 and for any n ≥ 1, we can write

n = mln + rn, ln = pkn + qn

where ln, kn, rn, qn are nonnegative integers with 0 ≤ rn ≤ m − 1, 0 ≤ qn ≤ p − 1. For i ≥ 1, define

Yi =

m−1∑
j=1

X(i−1)m+ j and Zi =

p−1∑
j=1

Y(i−1)p+ j,

then it is easy to see that {Yi} is a 1-dependent random sequence and {Zi} is an i.i.d. sequence. Hence we
have

n∑
i=1

Xi =

kn∑
i=1

Zi +

kn∑
i=1

Yip +

ln∑
i=pkn+1

Yi +

n∑
i=mln+1

Xi

=: S1,n + S2,n + S3,n + S4,n.

Next we shall show that for any x ∈ R and any ε > 0, the following claims hold:

1
log N

N∑
n=1

1
n

I
{

S1,n

σZ
√

kn
≤ x

}
→ Φ(x), a.s. (3)

lim sup
N→∞

1
log N

N∑
n=1

1
n

I
{∣∣∣∣∣∣ S2,n

σ
√

n

∣∣∣∣∣∣ ≥ ε
}
≤

C
p
, a.s. (4)

lim sup
N→∞

1
log N

N∑
n=1

1
n

I
{∣∣∣∣∣∣ S3,n

σ
√

n

∣∣∣∣∣∣ ≥ ε
}

= 0, a.s. (5)
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lim sup
N→∞

1
log N

N∑
n=1

1
n

I
{∣∣∣∣∣∣ S4,n

σ
√

n

∣∣∣∣∣∣ ≥ ε
}

= 0, a.s. (6)

where σ2
Z = Var(Z1).

Throughout the following proof, C denotes a positive constant, which may take different values when-
ever it appears in different expressions.

Step 1. Proof of (3). From the definition of Z1, we have EZ1 = 0 and

σ2
Z :=Var(Z1) = (p − 1)Var(Y1) + 2

p−2∑
i=1

Cov(Yi,Yi+1)

=m(p − 1)Var(X1) + 2(p − 1)
m−1∑
i=1

(m − i)Cov(Xτ
1 ,Xi+1)

+ 2(p − 2)
m∑

i=1

iCov(Xτ
1 ,Xi+1)

=m(p − 1)

Var(X1) + 2
m∑

i=1

Cov(X1,Xi+1)


− 2

m∑
i=1

iCov(X1,Xi+1) − 2mCov(X1,Xm+1).

Since {Zi} is an i.i.d. random sequence, we have

1

σZ
√

kn
S1,n

D
−→ N(0, 1). (7)

Let f be a bounded Lipschitz function. From (7), we know

E f
(

S1,n

σZ
√

kn

)
→ E f (N(0, 1)) as n→∞. (8)

Note that (3) is equivalent to (cf. [4, Theorem 7.1], [12, Section 2] and [17, Section 2])

lim
N→∞

1
log N

N∑
n=1

1
n

f
(

S1,n

σZ
√

kn

)
= E f (N(0, 1)) a.s.

Hence it suffices to prove as N→∞,

G1,N : =
1

log N

N∑
n=1

1
n

(
f
(

S1,n

σZ
√

kn

)
− E f

(
S1,n

σZ
√

kn

))

=:
1

log N

N∑
n=1

1
n

Tn → 0 a.s.

It is easy to see

EG2
1,N =

1

log2 N

 N∑
n=1

1
n2ET2

n + 2
∑
n< j

1
jn
ETnT j

 =:
1

log2 N
[∆1 + ∆2].

Since f is a bounded Lipschitz function, we have

1

log2 N
|∆1| ≤

C
log2 N

N∑
n=1

1
n2 ≤

C
log2 N

. (9)
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Moreover, for 1 ≤ n < j ≤ N, we have

|ETnT j| =

∣∣∣∣∣∣∣Cov

 f
(

S1,n

σZ
√

kn

)
, f

 S1, j

σZ
√

k j


∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣Cov

 f
(
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σZ
√

kn

)
, f

 S1, j

σZ
√

k j

 − f

S1, j − S1,n

σZ
√

k j


∣∣∣∣∣∣∣

≤
C

σZ
√

k j
E|S1,n| ≤

C
σZ

√
k j

(
E|S1,n|

2
)1/2
≤ C
√

kn√
k j
.

From the definition of kn, it follows that mpkn ∼ n, so we have

1

log2 N
|∆2| ≤

C
log2 N

∑
n< j

1
jn
|ETnT j| ≤

C
log2 N

∑
n< j

1
j3/2
√

n
≤

C
log N

. (10)

From (9) and (10), we have

EG2
1,N ≤

C
log N

.

Let ρ > 1 and Nk = ekρ , then we have
G1,Nk → 0 a.s.

For Nk < N ≤ Nk+1, we obtain

|G1,N | ≤
1

log Nk

∣∣∣∣∣∣∣
Nk∑

n=1

1
n

Tn

∣∣∣∣∣∣∣ +
1

log Nk

∣∣∣∣∣∣∣
Nk+1∑

n=Nk+1

1
n

Tn

∣∣∣∣∣∣∣
≤|G1,Nk | +

C
log Nk

Nk+1∑
n=Nk+1

1
n
→ 0 a.s.

Step 2. Proof of (4). From the definition of Y1, we have EY1 = 0 and

σ2
Y := Var(Y1) = mEX2

1 + 2
m−1∑
i=1

(m − i)EX1Xi+1.

For any ε > 0, let 1 be a real valued function such that

I{x ≥ ε} ≤ 1(x) ≤ I{x ≥ ε/2} and sup
x
|1
′

(x)| < ∞, (11)

then we have

I

 S2, j

σ
√

j
≥ ε

 ≤ 1
 S2, j

σ
√

j

 = 1

 S2, j

σ
√

j

 − E1  S2, j

σ
√

j

 + E1

 S2, j

σ
√

j

 .
First we shall prove

G2,N :=
1

log N

N∑
n=1

1
n

(
1

(
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σ
√

n

)
− E1

(
S2,n

σ
√

n

))
→ 0, a.s. (12)

It is easy to see

EG2
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1

log2 N

 N∑
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1
n2E1

2
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)
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1
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(
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√
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)
, 1

(
S2,l

σ
√

l
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≤

C
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+
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1
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√
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)
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√
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Since for p > 1, {Yip}i≥1 is an i.i.d. random sequence, we have∣∣∣∣∣∣Cov
(
1

(
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σ
√

n

)
, 1

(
S2,l

σ
√

l

))∣∣∣∣∣∣
=

∣∣∣∣∣∣Cov
(
1

(
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σ
√

n

)
, 1

(
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σ
√

l

)
− 1

(
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σ
√

l

))∣∣∣∣∣∣
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∣∣∣∣∣∣1
(

S2,l

σ
√

l

)
− 1

(
S2,l − S2,n

σ
√

l

)∣∣∣∣∣∣
≤

C

σ
√

l
E

∣∣∣S2,n

∣∣∣ ≤ C

σ
√

l

(
E

∣∣∣S2,n

∣∣∣2)1/2
≤

CσY
√

kn

σ
√

l
.

From the definition of kn, we have

1

log2 N

N−1∑
n=1

N∑
l=n+1

1
nl

∣∣∣∣∣∣Cov
(
1

(
S2,n

σ
√

n

)
, 1

(
S2,l

σ
√

l

))∣∣∣∣∣∣
≤

C
log2 N

N−1∑
n=1

N∑
l=n+1

√
kn

nl3/2
≤

C
√

p log2 N

∑
n< j

1
j3/2
√

n
≤

C
√

p log N
.

(13)

Similar to the proof of G1,N → 0 a.s., we obtain

G2,N → 0, a.s.

From (11), we get

E1

(
S2,n

σ
√

n

)
≤ P

(
S2,n

σ
√

n
≥ ε/2

)
≤ C

σ2
Ykn

σ2n
≤

C
p

which yields

1
log N

N∑
n=1

1
n
E1

(
S2,n

σ
√

n

)
≤

C
p
.

Step 3. Proofs of (5) and (6). Here we only give the proof of (5) and the proof of (6) is similar. Let

G3,N :=
1

log N

N∑
n=1

1
n

I
{∣∣∣∣∣∣ S3,n

σ
√

n

∣∣∣∣∣∣ ≥ ε
}
,

then we have

EG2
3,N ≤

C
log2 N

+
2

log2 N

∑
n<l

1
nl
P

(∣∣∣∣∣∣ S3,n

σ
√

n

∣∣∣∣∣∣ ≥ ε,
∣∣∣∣∣∣ S3,l

σ
√

l

∣∣∣∣∣∣ ≥ ε
)

≤
C

log2 N
+

2

log2 N

∑
n<l

1
nl
P

(∣∣∣∣∣∣ S3,n

σ
√

n

∣∣∣∣∣∣ ≥ ε
)
.

(14)

Since E|S3,n| ≤ pmE|X1|, it follows

P

(∣∣∣∣∣∣ S3,n

σ
√

n

∣∣∣∣∣∣ ≥ ε
)
≤

Cp
√

n
.

By (14), we get

EG2
3,N ≤

C
log N

.
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Similar to the proof of G1,N → 0 a.s., we obtain

G3,N → 0, a.s.

Step 4. Continuation of proving Theorem 2.1. Putting Vn = S2,n + S3,n + S4,n, it is not difficult to check
the following relations: for ε > 0 and x ∈ R,

I
{

Sn

σ
√

n
≤ x

}
≤I

{
Sn

σ
√

n
≤ x,

|Vn|

σ
√

n
< ε

}
+ I

{
|Vn|

σ
√

n
≥ ε

}
≤I

{
S1,n

σ
√

n
≤ x + ε

}
+ I

{
|Vn|

σ
√

n
≥ ε

}
≤I

{
S1,n

σ
√

n
≤ x + ε

}
+ I

{
|S2,n|

σ
√

n
≥ ε/2

}
+ I

{
|S3,n + S4,n|

σ
√

n
≥ ε/2

}
(15)

and

I
{

Sn

σ
√

n
≤ x

}
≥I

{
Sn

σ
√

n
≤ x,

|Vn|

σ
√

n
< ε

}
=I

{
S1,n

σ
√

n
≤ x − ε

}
− I

{
S1,n

σ
√

n
≤ x,

|Vn|

σ
√

n
≥ ε

}
≥I

{
S1,n

σ
√

n
≤ x − ε

}
− I

{
|Vn|

σ
√

n
≥ ε

}
≥I

{
S1,n

σ
√

n
≤ x − ε

}
− I

{
|S2,n|

σ
√

n
≥ ε/2

}
− I

{
|S3,n + S4,n|

σ
√

n
≥ ε/2

}
.

(16)

From (4), (5) and (6), we get

lim sup
N→∞

1
log N

N∑
n=1

1
n

I
{

Sn

σ
√

n
≤ x

}

≤ lim sup
N→∞

1
log N

N∑
n=1

1
n

I
{

S1,n

σ
√

n
≤ x + ε

}
+

C
p

(17)

and

lim inf
N→∞

1
log N

N∑
n=1

1
n

I
{

Sn

σ
√

n
≤ x

}

≥ lim inf
N→∞

1
log N

N∑
n=1

1
n

I
{

S1,n

σ
√

n
≤ x − ε

}
−

C
p
.

(18)

Furthermore, since

lim
p→∞

lim
n→∞

σ2n
σ2

Zkn
= lim

p→∞

σ2mp
σ2

Z

= 1,
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for any 0 < r < 1, for all n and p large enough, we have

(1 − r)2
≤
σ2n
σ2

Zkn
≤ (1 + r)2.

Hence for all n and p large enough, it is easy to check

I
{

S1,n

σZ
√

kn
≤ y(1 − r)

}
≤ I

{
S1,n

σ
√

n
≤ y

}
≤ I

{
S1,n

σZ
√

kn
≤ y(1 + r)

}
, y ≥ 0 (19)

and

I
{

S1,n

σZ
√

kn
≤ y(1 + r)

}
≤ I

{
S1,n

σ
√

n
≤ y

}
≤ I

{
S1,n

σZ
√

kn
≤ y(1 − r)

}
, y ≤ 0. (20)

Next we shall divide the proof into three cases: x > 0, x < 0, x = 0.
For the case x > 0, we can choose ε > 0 enough small, such that x + ε > 0 and x− ε > 0. So from (17) and

(19), we can obtain

lim sup
N→∞

1
log N

N∑
n=1

1
n

I
{

Sn

σ
√

n
≤ x

}

≤ lim sup
N→∞

1
log N

N∑
n=1

1
n

I
{

S1,n

σZ
√

kn
≤ (x + ε)(1 + r)

}
+

C
p

=Φ ((x + ε)(1 + r)) +
C
p

and from (18) and (19), we have

lim inf
N→∞

1
log N

N∑
n=1

1
n

I
{

Sn

σ
√

n
≤ x

}

≥ lim inf
N→∞

1
log N

N∑
n=1

1
n

I
{

S1,n

σZ
√

n
≤ (x − ε)(1 − r)

}
−

C
p

= Φ ((x − ε)(1 − r)) −
C
p
.

For the case x < 0, we can choose ε > 0 enough small, such that x + ε < 0 and x− ε < 0. So from (17) and
(20), we can obtain

lim sup
N→∞

1
log N

N∑
n=1

1
n

I
{

Sn

σ
√

n
≤ x

}

≤ lim sup
N→∞

1
log N

N∑
n=1

1
n

I
{

S1,n

σZ
√

kn
≤ (x + ε)(1 − r)

}
+

C
p

=Φ ((x + ε)(1 − r)) +
C
p

and from (18) and (20), we have

lim inf
N→∞

1
log N

N∑
n=1

1
n

I
{

Sn

σ
√

n
≤ x

}

≥ lim inf
N→∞

1
log N

N∑
n=1

1
n

I
{

S1,n

σZ
√

n
≤ (x − ε)(1 + r)

}
−

C
p

= Φ ((x − ε)(1 + r)) −
C
p
.
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For the case x = 0, from (17) and (19), we can obtain

lim sup
N→∞

1
log N

N∑
n=1

1
n

I
{

Sn

σ
√

n
≤ 0

}

≤ lim sup
N→∞

1
log N

N∑
n=1

1
n

I
{

S1,n

σZ
√

kn
≤ ε(1 + r)

}
+

C
p

=Φ (ε(1 + r)) +
C
p

and from (18) and (20), we have

lim inf
N→∞

1
log N

N∑
n=1

1
n

I
{

Sn

σ
√

n
≤ 0

}

≥ lim inf
N→∞

1
log N

N∑
n=1

1
n

I
{

S1,n

σZ
√

n
≤ −ε(1 + r)

}
−

C
p

= Φ (−ε(1 + r)) −
C
p
.

At last, for the above three cases, letting r→ 0, ε→ 0 and p→∞, we can obtain the desired result.
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