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Abstract. The creation of automatic e-mail responder systems with human-quality 

responses is challenging due to the ambiguity of meanings and difficulty in 

response modeling. In this paper, we present the Personal Email Responder 

(PER); a novel system for email categorization and semi-automatic response 

generation. The key novelty presented in this paper is an approach to email 

categorization that distinguishes query and non-query email messages using 

Natural Language Processing (NLP) and Neural Network (NN) methods. The 

second novelty is the use of Artificial Intelligence Markup Language (AIML)-

based chatbot for semiautomatic response creation. The proposed methodology 

was implemented as a prototype mobile application, which was then used to 

conduct an experiment. Email messages logs collected in the experimental phase 

are used to evaluate the proposed methodology and estimate the accuracy of the 

presented system for email categorization and semi-automatic response 

generation. 
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1. Introduction 

Nowadays, there are many forms of digital communication such as Internet messaging, 

chat, social networking, etc. Despite all those communication forms, email remains the 

leading form of business communication [1]. With the huge increase in email overload, 

users find it very challenging to process and respond to all incoming messages [2]. 
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According to [1], mobile email has shown rapid growth; currently, 65% of email users 

worldwide access their email via a mobile device. Authors in [3] stated that these days 

email overload has new forms. Users receive different types of emails that match 

multiple aspects of their life. Research findings in [3] indicate that email overload is 

present both at work and in private life. These findings suggest new opportunities for 

email overload research. 

The main objective of the personal email responder system that will be presented in 

this paper is to help users to overcome email overload challenges and minimize user 

efforts in the email answering process. The first challenge toward building a PER is to 

identify which types of messages can be automatically or semi-automatically processed. 

Email categorization and response generation systems deploy different approaches; 

however, they can be grouped into the three categories: 1) text retrieval approaches, 2) 

text categorization by machine learning and, 3) statistical text similarity calculation by 

matching of text patterns and templates [4]. 

After an initial study based on a log that contains 12,000 personal email messages, we 

categorize the email messages in to two main categories. The first category is the query 

email messages. Query email messages are messages that contain some question and 

require an answer. The second category is declarative and informative messages. 

Declarative and informative messages are messages that contain declarative sentences 

which do not require an answer, or the answer can be created automatically. 

For the model construction, we will use Deep learning techniques, NLP tools and, 

AIML chatbot functionalities. Deep learning [5] is a set of algorithms in machine 

learning that attempt to learn on multiple levels, corresponding to various levels of 

abstraction. It typically uses artificial Neural Networks (NN) [6, 7]. 

The key novelty of this work is an approach that is applied for email message 

categorization. Also, in this paper, we will present novel system based on AIML 

functionalities for semiautomatic email response generation. 

The rest of the paper is organized as follows: the second section contains related 

works; the third section provides the dataset analysis details and model architecture; 

results and discussions are presented in the fourth section. Section five contains our 

conclusion and future work. 

2. Related Works 

Automating distinctive features of email systems has a long history. One of the good 

examples is the work presented in [8]. Motivated by the need to lessen the burden of the 

large volume of emails of many users, the authors suggested a smart environment for 

email processing. The personal email assistant can prioritize, filter, refile the incoming 

emails based on classification, search through the emails, and make vacation responses. 

Although some of these tasks were already included in different email systems, the 

authors stated that none of them combined all those capabilities. As an email responder, 

proposed system creates appropriate routine responses to incoming messages. The 

compilation of these responses is based on the email subject, current schedule, and the 

content of the email. The personal email assistant proposed in [8] uses personal 

calendar, personal preferences, email context, and decides about response content. 
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According to the work in [4], automated email answering will be a text categorization 

task if all messages in one text category have the same standard answer. In [9], several 

machine learning algorithms were adopted. The algorithms included the k-NN, Naive 

Bayes, RIPPER, and SVM, and were implemented for generating automatic answers to 

4490 technical support-related email messages. These messages were grouped into 47 

categories; each category had no less than 30 messages. All experiments were carried 

out using tenfold cross validation. Support Vector Machine (SVM) shows the best 

performance, with accuracy (the share of correctly suggested standard answers) of 56% 
for a single answer, and for 78% of the email messages, the correct answer was among 

the top 5 suggested answers. 

In [10], the sentence matching approach is adopted, however, this is a more 

challenging task than document categorization; it involves locating one or several 

questions in a message and selecting one or several standard answers to the questions. 

Query emails are analyzed against a database system which comprises several tag-

question (FAQ) and standard answer pair. When the new e-mail arrives, the system 

analyzes the question in an email and provides an answer mapped to a predefined 

question template. When the system cannot find the appropriate question template, it 

must determine the similarity between the new questions and the existing question 

templates. In this case, the system will calculate the similarity between the concepts 

present in the sentences that are compared. Using the method defined in [11], to 

calculate overall similarity score between the two sentences, the system compares a new 

question with pre-defined set of questions templates. When it finds a most similar 

question template, the system takes an answer to the template question in response to a 

new question. 

Kosseim et al. [12] use information extraction templates to (i) identify the query 

message the purpose, the sender, etc., (ii) extract named entities from the query message, 

(iii) extract relations between the main concepts, and (iv) capture domain specific 

relations. The next step is semantic validation. The system verifies whether the extracted 

data and the respective templates all together make any sense as an answer. The third 

step is an analysis of the obtained information and querying some external sources for 

new data to complete the answer. Finally, the system fills the answer template with the 

data and generates the answer text. 

Text-pattern matching is another minority approach. Sneiders [4] has developed a 

technique that operates a set of manually crafted text patterns assigned to FAQs. A text 

pattern resembles a regular expression. It contains stems of words and their synonyms. It 

can match phrases, stand-alone words, and compound words. Each FAQ has one or 

several required text patterns (they must match a query) and one or several forbidden 

text patterns (they must not match the query). Experiments in two languages (Swedish 

and Latvian) and two domains (insurance and telecom) showed consistent results: if the 

system did retrieve an answer, the answer was correct in about 90% of the cases. The 

recall values were 68% and 76% in the respective language and domain. 

Recently, there are a few works that propose state-of-the-art email auto-responder 

systems. Those approaches use Deep Learning techniques for creating automatic email 

responders. 

In the [13] authors developed a knowledge-based Question-Answer system. The user 

has the possibility to ask questions to a Question-Answer system that will retrieve 

related questions from the mailing list and show the significant sentences that were 
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extracted the related questions and their answers. However, the system is limited only to 

“how” type questions. Google provides a system that analyzes the incoming email and 

generates a reply [9]. Then, the user can modify the reply, and based on this 

modification, the system will update the email analysis mechanism. The system consists 

of two parts: 1) filter and modeler - for performing language analysis and 

characterization of the email body, and 2) reply composer - for generating a response to 

incoming email, based on the library of phrases. This system is based on general 

concepts and does not reflect the persona of email owner. 

In [14], the authors address two main prediction issues arising in email systems. The 

recommendation system can alert the user when the email needs a reply or attachment. 

This process is very important for facilitating email response management. Another 

work, presented in the patent from Google [15], describes a method of eliminating 

unwanted incoming emails. There is also research for using the NN as an engine for 

detecting spam messages [16]. However, all these works were directed to automate 

specific functionalities of various email systems, and none of them is a fully automatic 

system which can express the personality of the email owner. A similar approach is 

presented in Mahendra [17]. The author suggested a personified email response 

generator using a deep neural network (DNN). This system, based on the previous email 

conversations of the owner, can generate a new message with the same style even for the 

emails that belong to the invitation or meeting category. The method is based on the 

Seq2Seq model using Long-Short Term Memory and Gated 

Recurrent Units that help to obtain satisfactory results for long sentences. The final 

purpose of the author is to generate a response that will not require any editing 

afterward. Hence, right now, the system suggested in this work is the personal email 

assistant that is not yet able to reply automatically to all incoming emails. 

All these works are in a various way starting from question answering systems until 

semi-automatic replying systems. In addition, almost all related works discuss email 

answering systems in the closed domain which are based on various technologies and 

apparatus. Our system extends Busemann work [18] into the next stage. 

3. Data Analysis and Model Architecture 

In this section, we will present analysis details of the email messages dataset and the 

architecture of our model for email categorization and response generation. 

3.1. Email Dataset Analysis and Message Categorization 

For the experiment, we use 12,000 randomly chosen personal Gmail messages. Our 

approach was based on the following hypothesis: 

 

H1: If an email body text contains a question, then the user needs to answer to this 

email - the model generates an automatic or semi-automatic answer. If email body text 

contains statements without questions, the system will present the user the email. 
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Our approach to message categorization is similar with the work described in 

Busemann et al. [18]. Optional input for machine learning was presence or absence of 

linguistic constructions frequent in questions and problem descriptions: 

Table 1. Clause level tags 

Tag Description 

S Simple declarative clause, i.e. one that is not 

introduced by a (possibly empty) subordinating 

conjunction or a wh-word and that does not exhibit 

subject-verb inversion 

SBAR Clause introduced by a (possibly empty) subordinating 

conjunction 

SBARQ Direct question introduced by a wh-word or a wh-

phrase. Indirect questions and relative clauses should be 

bracketed as SBAR, not SBARQ. 

SINV The inverted declarative sentence, i.e. one in which the 

subject follows the tensed verb or modal. 

SQ Inverted yes/no question, or main clause of a wh-

question, following the wh-phrase in SBARQ. 

Table 2. E-mail data analysis 

Tag Number of Emails in dataset 

SQ 3169 

SQ+SBRQ 8326 

All messages 12000 

Negation at the sentence or phrase level, yes/no and who-when-what-why-where-

which-questions. We analyzed email messages dataset using a Penn Tree Bank clause 

level tags (Table 1) defined in [19]. For analyzing an email dataset, we use Stanford 

parser Java library [20] and query the dataset against SQ and SBARQ tags. The analysis 

results are shown in Table 2. 

As shown in Table 2, 69.38 % of email messages in the analyzed dataset contain 

questions and 26.63 % are SQ questions. Based on those results, we decide to group 

messages into two main categories. The first category is the query email messages. 

Query email messages are messages that contain one or more question and require 

answer. The second category is declarative and informative messages. Declarative and 

informative email messages are messages that contain declarative sentences which do 

not require answers or answers can be created automatically. Message categorization of 

the analyzed dataset is shown in Fig.1. 

As shown in Fig.1, In the query email messages category, three types of email 

messages are identified: Polar question email messages (yes/no questions), Factual 

question email messages and the combination of those two types. 
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Fig. 1. Email messages categorization 

A polar question email messages are messages that contain one or more polar 

questions. Polar question is a question which has only two possible responses: a” yes” 

which is an affirmative response or a ”no” which is a negative) response [21]. The 

example of an email message with multiple polar questions is illustrated below: 

 

Hi John, 

Thanks again for the meeting, it was really lovely to meet you. Now, hopefully, 

you’ve got a bit of insight on what we do too after Mary presentation. Are you still 

interested in collaboration, and can I place you as a collaborator on my application for 

the Academy? Thank you! 

Best wishes, 

Factual question messages are messages that contain one or more Wh-questions. Wh-

questions are questions which start with a question-asking word, either a Wh-word 

(what, when, where, which, who, whose, why) or questions with the word how [22]. The 

example of Factual question email message type is shown below: 

Dear John, 

To how many people would be talking about the Conference? 

How much is the fee you are offering to Anna? Many thanks. 

 

After initial analysis of the email messages using the Stanford Parser [20], we 

identified that in the case of Indirect Speech Act (ISA), especially when Factual (Wh) 

questions are asked in the form of a Polar question, the parser classifies those messages 

as Polar question emails. According to Yule [23], ISA is defined as an act when the 

speaker does not explicitly state the intended meaning of the utterance. It is the hearer’s 

task to analyze the utterance to understand its meaning. An example of an ISA email 

message: 

Dear Prof, 

Please, could you send to me date and time of your arrival? Thank you! 

Best wishes 
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3.2. Model Architecture 

The main objective of our model is to help users to overcome email overload challenges 

and minimize user efforts in the email answering process. Our model needs to enable 

automatic and semi-automatic response generation to the query email messages 

category. The first step in our approach is to categorize email message. Using the 

Stanford parser [20], we grouped email body text sentences into main categories (Query 

email messages, and Declarative and informative email messages), using the 

methodology defined in the previous paragraph. Depending on the email message 

category, our system decides how to create email response. Fig.2 depicts workflow of 

the proposed system for answer generation. 

As shown in Fig.2, our system contains two main modules. The first module gathers 

all unread email messages from a user’s Gmail account and parses those messages using 

Stanford NLP. After parsing email message body texts, the system does the extraction of 

questions from the email message body text and passes questions and email text to the 

second module. The second module is a query module. In this module, we will introduce 

three-query layers: 

The first layer detects if the email message body text consists of SQ or SBARQ 

question types. If not, the layer will present the user with an email message and finish 

processing. If email body text consists of an SQ or SBARQ type of questions layer will 

pass all information to the second query layer. 

The second query layer detects SQ question types. If the message does not have an 

SQ question, the system will create a custom response template for an SBARQ question 

type and ask the user to fill the gaps in the recommended response template (template 

generation will be explained in the following text). If an SQ question type is detected, all 

questions are passed to the third query layer. 

In the third query layer, the system will check if the passed SQ question is a real SQ 

question or an ISA type of question. For ISA type question detection, we will use a 

Convolutional Neural Network (CNN) for multi label text categorization. If an ISA 

question type is detected, the system will present the user with a question and wait for a 

user action (yes/no) answer. After the user action, the system will pass the question and 

user action indicator to the AIML chatbot. Depending on the value of the user action 

indicator, the chatbot will generate yes or no type of answer and present the user with an 

answer. The system allows the user to edit the generated answer. If query layer detects 

that it is a real SQ type of question, the question will be passed directly to the AIML 

chatbot for automatic answer generation. 
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Fig. 2. Email answer generation – Workflow 



 An Approach to Email Categorization...           921 

 

3.3. Template Generation for the SBARQ Question Type 

For the template generation, we proposed the use of LSTM seq2seq NN model as is 

described in [2]. LSTM is a special kind of RNN. Seq2seq is an NN model that uses one 

LSTM to read the input sequence encoder, for every time step and the result is a vector. 

It then uses another LSTM to extract the output sequence from that vector decoder 

(Fig.3) [24]. The goal of LSTM is to estimate the conditional probability 

p(y1,...,yT0|x1,...,xT), where (x1,...,xT) is an input sequence (words) and (y1,...,yT0) is its 

corresponding output sequence (words) whose length T0 may differ from T. The LSTM 

computes this conditional probability by first obtaining the fixed dimensional 

representation v of the input sequence (x1,...,xT) given by the last hidden state of the 

LSTM, and then computing the probability of y1,...,yT0 with a standard LSTM-LM 

formulation whose initial hidden state is set to the representation v of x1,...,xT : 
T0 

 p(y1,...,yT0|x1,...,xT) = 
Y

p(yt|v,y1,...,yt−1) (1) 

t=1 

In this equation, each p(yt|v,y1,...,yt−1) distribution is represented with a SoftMax over 

all the words in the vocabulary. The overall scheme is outlined in Fig.3, where the 

shown LSTM computes the representation of A,B,C< EOS > (sequences of the input data) 

and then uses this representation to compute 

 

Fig. 3. seq2seq model [24] 

the probability of W, X, Y, Z < EOS > (sequences of the output data). 

When the system passes the SBARQ question to the NN model, it will create an 

automatic answer. Using a Stanford NLP named entity recognition, the system will 

recognize and remove all named entities from the generated answer and present the user 

with a template. The system will enable to user to fill the gaps made in the named 

entities extraction process. The proposed PER functionality is not implemented at the 

time of writing this paper since we were unable to collect enough personal messages to 

train the proposed NN model. 

3.4. ISA Question Type Categorization 

For ISA question detection, we use CNN model for multi-label text categorization. 

Convolutional Neural Networks (CNN) are used for multi-label text classification tasks. 

CNN is a category of NN that has been proven very effective in areas such as image 

recognition and classification [25]. CNNs have been successful in identifying faces, 
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objects and traffic signs apart from powering vision in robots and self-driving cars [26]. 

CNNs are a type of feedforward artificial NNs in which the connectivity pattern between 

its neurons is inspired by the organization of the animal visual cortex [25, 27]. CNNs 

exploit spatially local correlation by enforcing a local connectivity pattern between 

neurons of adjacent layers as shown in the Fig.4. 

A feature map is obtained by repeated application of a function across subregions of 

the entire image, in other words, by convolution of the input image with a linear filter, 

adding a bias term and then, applying a nonlinear function. If we denote the k-th feature 

map at a given layer as hk, whose filters are determined by the weights Wk and bias bk, 

then the feature map hk is obtained as follows (for tanh non-linearity’s): 

  (2) 

For training the NN model we use a dataset of 1000 human detected ISA type 

questions. We train a model using batched stochastic gradient descent (SGD), which is a 

standard choice for CNNs. SGD is a stochastic approximation of the gradient 

 

Fig. 4. A simple illustration of the CNN 

descent optimization method for minimizing an objective function that is written as a 

sum of differentiable functions [28]. We randomly select batches of data from the 

training set (stochastic gradient descent). Tuning the batch size is one of the aspects of 

getting training right - if a batch size is too small, then there will be a lot of variance 

within a batch. If a batch size too large, the model will run out of memory, or training 

will progress too slow. Epoch is defined as one pass through the training data. There are 

multiple batches in each epoch. The learning rates (LR) is directly connected with the 

batch size. In CNN, every network layer acts as a detection filter for the presence of 

specific features or patterns present in the original data [5]. 

We define training parameters as suggested in Sneiders [4]. The model has the 

following parameters: num. epochs= 1, batch size=37, num. filters=32, filter sizes= 

3,4,5, embedding dimension=200 and drop out = 0.5. By running prediction on the test 

dataset, we achieved 84.02% accuracy in ISA question type classification. Examples of 

the email categorization will be shown in the fourth section of this paper. 

3.5. AIML-based Chatbot for Semi-Automatic Response Creation 

The key novelty presented in this paper is semi-automatic email response generation 

powered by the Artificial Intelligence Markup Language (AIML). AIML is an XML 

compliant language for authoring Questioning-Answering agent [29]. We leveraged on 

an existing implementation through Program AB; a Java programming language 

interpreter for AIML [30]. 
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Functionally, an AIML category defines a question-answer pair which is represented 

with the category tags denoted as < category >< /category >. In the category tags are the 

pattern, which stores the expected input from the users and template tags, which contains 

the automatic response for the respective input. A simple AIML category is illustrated in 

Listing 1. 

Listing 1- A simple AIML category 

<category > 

<pattern >Hello ∗ <pattern > 
<template >I am fine </ template > 

</category > 

According to the presented categorization of the emails, the email dataset comprises 

the polar and non-polar questions [31]; however, our focus was on the polar questions. 

Polar questions are generally called yes/no questions and they are usually defined by a 

“tensed auxiliary clause-initially” [32]. A tensed auxiliary clause-initially is formed by 

transforming an indicative-mood statement to an interrogative-mood statement, 

generally by positional transformation of the subject-(auxiliary verb) order in the 

indicative-mood statement [33], for instance, “I can” to “Can you ”. Auxiliary verbs 

(AV) are also called the “helping verbs”. Though they do not introduce new semantic 

content in a clause, they express tenses, moods, voices or modality. According to Kies 

[34], AV can be grouped into Table 3: 

Table 3. An illustration of the mood in sentences 

 Indicative-mood state Interrogative-mood statement 

Word order {S| Av| Mv} {Av| S| Mv} 

Example I can bring the letter Can you bring the letter 

 I am ready to sign the papers 

on his behalf 

Are you ready to sign the papers 

on his behalf 

*S, Av and Mv are the subject, the auxiliary verb and the main verb of the clause respectively 

the modal auxiliaries (can, could, should, may, would), perfect auxiliaries (has, have), 

progressive auxiliaries (is, are), passive auxiliary (were) and auxiliary support (do). An 

indicative-mood statement expresses facts in an honest, direct, relevant way while an 

interrogative-mood statement depicts a desire for information. Table 3. illustrates two 

examples of such transformations; for instance, by changing the order of the words, I 

(subject) and can (modal auxiliary verb) in the sentence “I can come with the letter”, the 

polar question, “Can I come with the letter” is formed. The basic structure for PQ is 

illustrated below: 

PQ = {Av + S + P}, where PQ is Polar Question, Av is 

Auxiliary verb, S is the Subject and P, the Predicate (this includes the main verb and 

all other details that describe what is going on in the question). 

Generally, responses to PQ are type-conforming; they usually conform with the 

constraints set by the grammatical structure of the question [35]. In other words, the 

responses usually agree with the function of the PQ, since a confirmation (positive or 

negative) rather than a new piece of information is provided Selting and Couper-Kuhlen 

[35], for instance, the question “Can you bring the letter” only requires a confirmatory 
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answer (yes or no). Based on this premise and manual examination of our dataset, we 

crafted syntactic structures or frames to represent patterns that capture the variations in 

the dataset; of which the auxiliary verb, the subject, root (main) verb and pronouns were 

key components. However, special attention was given to the pronouns; some assume 

different forms in question-and-answer mode. For instance, a comprehensive answer to 

the PQ “Can you give me the letter?” is “Yes, I can give you the letter”; the subjective 

pronoun (you) changes to a quote while the objective pronoun (me) becomes “you”. 

Table 3. shows our crafted syntactic frames and examples of e-mails that fit match with 

them. 

Furthermore, as mentioned earlier the answers to polar questions are type-

conforming, the successful crafting of syntactic frames for the email dataset paved the 

way for easy response generation using an AIML parser. 

The syntactic frames we crafted were logically transformed into AIML categories and 

implemented using the Java powered AIML interpreter (Program AB). The interpreter 

was run as a web service and four different implementations were deployed. They are: 

Yes: used to provide a positive response 

No: used to provide negative response 

Short Yes: for short positive response 

 

Typically, the AIML interpreter comprises the knowledge base (a collection of 

categories) and an input-response pattern matching algorithm. When the AIML 

interpreter gets an input (PQ), it searches through its knowledge base to determine which 

category has a pattern that the input exhibits. If a match is found, the value of the 

respective template tag will be fetched and sent as the output. Special tags (set, map, 

star) and wildcard characters (ˆ, *) are generally used as variable placeholders in the 

pattern “or/and” template tags to capture differing possibilities as explained in [30]. 

Table 5 shows an example of questions and respective responses generated by our 

AIML-based chatbot. 
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Table 4. Syntactic frames for the email dataset along with examples 

Syntactic Frames Original E-mail Sample    Framed E-mail Sample 

(SF) + AV + {NP | PN } 

+ (SF) + RVB + (SF) + 

(PN) + (SF) + (PN) + 

(SF) 

One pronoun or noun 

phrase before the root 

verb 

Zero or more pronouns 

after root verb 

Adrian and Lonce, would you be 

in town on 4 May for this? 

Dear Sir, can I get another 3 days 

for leave? 

Are you free at the night? 

Dear Sir, will Karthik be 

subjected to the same grading 

system as an intern for payment? 

Has the international jury set up 

yet? 

As virtual experiences of 

extreme thrills become more 

ever-present, will we be satisfied 

with mere simulating danger? 

Hi Adrian, can you send to us 

the detailed proposal for QAFU 

pls? 

Did you book your ticket to Sri 

Lanka? 

Do you think they will be 

available? 

Can you kindly check this? 

Dear Sir, would you like our bio 

interns to start the DNA project 

immediately after their exams or 

when term starts. 

Will websites and virtual spaces 

continue to make it easier for us 

to connect with like-minded 

people and create strong, active, 

supportive communities. 

 

 

{Adrian and Lonce}SF , + {would}AV + 

{you}PN + {be}RVB + {in town on 4 May 

for this}SF 

{Dear Sir ,}SF + {Can}AV + {I}PN + 

{get}RVB + {another 3 days for leave}SF 

{Are}AV + {you}PN + {free}RVB + {at the 

night}SF 

{Dear Sir}SF + {Will}AV + {Karthik}NP 

+{be subjected}RVB + {to the same grading 

system as an intern for payment}SF 

{Has}AV + {the international jury}NP + {set 

up}RVB + {yet}SF 

{As virtual experiences of extreme thrills 

become more ever-present}SF + {will}AV + 

{we}PN + {be satisfied}RVB + {with mere 

simulating danger}SF 

{Hi Adrian,}SF + {Can}AV + {you}PN + 

{send}RVB  + {to}SF + {us} PN + {the 

detailed proposal for QAFU} + {pls}SF 

{Did}AV + {you}PN + {book}RVB + 

{your}PN + {ticket to Sri Lanka?}SF 

{Do}AV + {you}PN + {think}RVB + 

{they}PN + {will be available}SF 

{Can}AV + {you}PN+{kindly}SF + 

{check}RVB + {this}PN 

{Dear Sir, }SF + {Would}AV + {you}PN + 

{like}RVB + {our}PN + {bio interns to start 

the DNA project immediately after}SF + 

{their}PN + {exams or when term starts}SF 

{will}AV + {websites and virtual spaces}NP 

+ {continue to make}RVB + {it}PN + {easier 

for}SF + {us}PN + {to connect with like-

minded people and create strong, active, 

supportive communities}SF 

(SF) + AV + {NP | PN} 

+ SF + PN + (SF) + 

RVB + (SF) + PN + 

(SF) + (PN) + (SF) 

A noun phrase and a 

pronoun or two 

pronouns before the 

root verb 

Zero or more than one 

pronoun after the root 

verb 

Could you and your laboratory 

accept my students 

 

Is it possible for me to arrange a 

meeting sometime this week, for 

all of you to discuss this 

exploratory trip together pls? 

Could you also let me know by 

return whether she has any 

allergies or medical issues? 

{Could}AV + {you}PN + {and}SF + 

{your}PN  + {laboratory}SF  +  

{accept}RVB  + {my}PN + {students}SF 

{Is}AV  +  {it}PN  +  {possible for}SF   +  

{me}PN  + {to arrange}RVB   +  {a meeting 

sometime this week, for all of}SF  +  

{you}PN  +  {to discuss this exploratory trip 

together pls}SF 

{Could}AV + {you}PN + {also}SF + 

{let}RVB + {me}PN + {know by return 

whether}SF + {she}PN + {has any allergies or 

medical issues}SF 

SF is a sentence fragment; Av is an auxiliary verb; NP is a noun Phrase; PN is Pronoun, RVB is the root verb 

in the question and | implies ”OR”. Note that an item enclosed within a bracket can either be empty or not.  

Short No: for short negative response. 
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Table 5. Sample questions and their corresponding AIML-generated responses 

Question Yes No Short Yes Short No 

Would you be able to come 

to Portugal 

Yes I would be able 

to come 

to Portugal 

No I would not be 

able to 

come to Portugal 

Yes I would No I would 

not 

Is it possible to stick a 

screen somewhere for them 

for that purpose 

Yes it is possible to 

stick a screen 

somewhere for them 

for that purpose 

No it is not possible 

to stick a screen 

somewhere for them 

for that purpose 

Yes it is 

possible 

No it is not 

possible. 

As one of the organizers, 

would you be able to send 

me summary of the reports 

Yes I would be able 

to send you summary 

of the reports 

No I would not be 

able to send you 

summary of the re- 

ports 

Yes I would No I would 

not 

Has the international jury 

set up yet 

Yes the international 

jury has set up yet 

No the international 

jury has not set up yet 

Yes the 

international 

jury has 

No the 

international 

jury has not. 

Dear Sir, would you like 

our bio interns to start the 

DNA project immediately 

after their exams or when 

term starts 

Yes I would like your 

bio interns to start the 

DNA project 

immediately after 

their exams or when 

term starts 

No I would not like 

your bio interns to 

start the DNA project 

immediately after 

their exams or when 

term starts 

Yes I would No I would 

not 

Will websites and virtual 

spaces continue to make it 

easier for us to connect 

with like-minded people 

and create strong, active, 

supportive communities 

Yes websites and 

virtual spaces will 

continue to make it 

easier for you to 

connect with like-

minded people and 

create strong, active, 

supportive 

communities 

No websites and 

virtual spaces will not 

continue to make it 

easier for you to 

connect with 

likeminded people 

and create strong, 

active, supportive 

communities 

Yes websites 

and virtual 

spaces will 

No websites 

and virtual 

spaces will 

not 

Could you also let me 

know by return whether she 

has any allergies or medical 

issues? 

Yes I could let you 

know by return 

whether she has any 

allergies or medical 

issues? 

No I could not let you 

know by return 

whether she has any 

allergies or medical 

issues? 

Yes I could No I could 

not 

Dear Sir, Will Karthik be 

subjected to the same 

grading system as an intern 

for payment? 

Yes Karthik will be 

subjected to the same 

grading system as an 

intern for payment 

No Karthik will not 

be subjected to the 

same grading system 

as an intern for 

payment 

Yes Karthik 

will 

No Karthik 

will not 

Are you available on the 

morning of Thursday 12th 

June for the filming? 

Yes I am available on 

the morning of 

Thursday 12th 

June for the filming 

No I am not available 

on the morning of 

Thursday 12th 

June for the filming 

Yes I am No I am not 

Am I right in assuming this 

is wrong and the correct 

line-up should be Adrian 

and Buchanan? 

Yes you are right in 

assuming this is 

wrong and the correct 

line-up should be 

Adrian and 

Buchanan 

No you are not right 

in assuming this is 

wrong and the correct 

line-up should be 

Adrian and Buchanan 

Yes you are No you are 

not 
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4. Implementation and Evaluation 

4.1. Model Implementation 

The presented model of the system is implemented as a mobile application. The 

application consists of two modules. The first is a backend module; a web service that 

queries a user’s Gmail inbox and gathers all unread email messages. Then, it processes 

the gathered messages (parses email message text, recognize PQ, extract recognized 

questions) and writes results in the database. This process is repeated every two minutes. 

The frontend part of our system is a mobile application. This application reads 

messages processed by the backend module and presents the user with the results. As 

shown in Fig.5, the user can swipe right to answer yes to a request or email question, or 

swipe left to decline (No) to a request or email question. Upon capture of the user action 

by the mobile application, the question is passed to the respective AIML chatbot and 

receives an answer. 

4.2. Model Evaluation 

In our experiment, a group of 40-people installed a mobile application and registered 

their Gmail account into our system. We analyzed 424 email messages and system 

generated answers to evaluate model accuracy. Categorization of the obtained dataset 

gives us results that are shown in Table 6. 

Table 6. E-mail categories and number of questions 

 

 

 

 

 

 

 

 

 

 

Analyzing results of the email categorization that are shown in Table 6, we can 

conclude that our “real life dataset” is similar to the initially analyzed dataset and have 

22% of question emails. Also, we can conclude that most of the email messages consist 

of more than one question. Responses generated by our system are shown in Table 7. 

Our system can answer semiautomatically to 63.3% of the tested polar questions 

according to the human evaluation (1 is an acceptable answer 0 is an unacceptable 

answer). Further, proposed system recognizes ISA and enables the user to edit a 

generated message and significantly decrease the time of response creation. In 13 % of 

the cases, answers that are generated by AIML chatbot can be used with a good accuracy 

Tag Number of 

categorized 

emails 

Number of 

questions in 

categorized 

emails 

SQ 94 234 

SQ+SBRQ 95 342 

All messages 424  
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We further carried out a human evaluation of the PER responses. The human evaluator 

analyzed 94 emails and provided responses to them. These responses were compared 

with responses generated by the PER using the BLEU score [36]. The BLEU score 

algorithm compares the N-grams of two text fragments and counts the number of 

matches, the similarity score of these texts is a function of the number of matches [37]. 

The BLEU score ranges from 0 to 1; values between 0.5 and 1 reveals a high similarity. 

We categorized BLEU score results in to 10 categories as is shown in Table 8. Fig.6 

shows a plot of the BLEU score categories and number of emails in the respective 

category BLEU scores of at least 40% (0.4) while 46 have scores of at least 50% (0.5). 

This implies that the responses from the PER and the human evaluator have high level of 

similarity. 

 

Fig. 5. Screen shot of the mobile app with the Yes/No functionality 

5. Conclusion 

In this paper, we present a novel system for email categorization and semi-automatic 

response generation, Automatic Personal Email Responder (PER). The main objective 

of the Automatic Personal Email Responder system which is presented in this paper, is 

to help users overcome email overload challenges and minimize user efforts in the email 

answering process. Our approach was based on the following hypothesis: 

H1: If an email body text contains a question then the user needs to answer to this 

email - the model generates an automatic or semi-automatic answer. If email body text 

contains statements without questions, the system will present the user the email. 

Follow the hypothesis H1, the key novelties that are presented in this paper are: 
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Email categorization approach that distinguishes query and non-query email 

messages using Natural Language Processing (NLP) and Neural Network (NN) 

methods, 

Implementation of the Artificial Intelligence Markup Language (AIML) - based 

chatbot for semi-automatic response creation, 

 Application of template structured database for question answering (AIML) in email 

answering systems. 

Table 7. System responses to questions in e-mails 

Processed email text Extracted polar 

question 

Categorized question Answers 

generated 

by the AIML 

chatbot 
SQ ISA 

Lord Vader, Did the dark side 

reach a conclusion about my visa 

application?? People keep asking 

me if I am coming 

Did the dark side 

reach a conclusion 

about my visa 

application?? 

Did the dark 

side reach a 

conclusion 

about my visa 

application?? 

- Yes the dark 

side did reach a 

conclusion about 

your visa 

application 

Dear ***** organizing committee I 

am ***** in ***** University, 

Japan. I will present in ***** 

poster session (submission no.70). 

Then, I have two questions about 

facilities and equipment in poster 

session. Is there a *desk* to put PC 

and our prototype devices in 

presentation space? I want to use a 

desk to explain our system actually. 

Best regards. 

Is there a * desk * to 

put PC and our 

prototype devices in 

presentation space 

Is there a * 

desk * to put 

PC and our 

prototype 

devices in 

presentation 

space 

- Yes ther  is a 

   desk 

    to put  

    PC 

    and your 

    prototyped 

    devices  

   in presentation 

space 

Interested in your product. Could 

you send me prices and how to get? 

Could you send me 

prices and how to 

get? 

- Could 

you send 

me 

prices 

and how 

to get? 

Yes I could send 

you prices and 

how to get 

Hi, I thought it would be great for 

us to sit down and chat. I am free 

Tuesday and Wednesday. Can you 

do either of those days? 

Can you do either of 

those days? 

Can you do 

either of those 

days? 

- Yes I can do 

either of those 

days 

Why are we sending this? We take 

security very seriously and we want 

to keep you in the loop on 

important actions in your account. 

We were unable to determine 

whether you have used this browser 

or device with your account before. 

This can happen when you sign in 

for the first time on a new 

computer, phone or browser, when 

you use your browser’s incognito 

or private browsing mode or clear 

your cookies, or when somebody 

else is accessing your account. The 

Google Accounts team 

Why are we sending 

this 

- - - 
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Dear *****, How are you today. 

Could you please confirm if you 

will be available for our meeting 

tomorrow 

Could you please 

confirm if you will 

be available for our 

meeting tomorrow. 

Could you 

please confirm 

if you will be 

available for 

our meeting 

tomorrow. 

- Yes I could 

confirm if I will 

be available for 

your meeting 

tomorrow 

Dear Tita, Any progress about our 

order? Have you receive the 

payment? 

- - -  

Hi Rasyidah, Could I follow up on 

this order. We haven’t receive 

payment for this order. 

Could I follow up on 

this order. 

Could I follow 

up on this 

order. 

- Yes you could 

follow up on this 

order 

Dearest Norbert Sorry for all the 

inconvenience, my staff are 

working like crazy to make this 

happen. Would you be available 

around mid to end of November? 

We will make it a very important 

Academic Advisor and Examiner 

meeting. So your trip will be very 

serious. 

Would you be 

available around mid 

to end of 

November? 

Would you be 

available 

around mid to 

end of 

November? 

- Yes I would be 

available around 

mid to end of 

November 

Dear Azrina, Hope all is well. Is 

there a date for the board meeting 

in September? Thank you, all the 

best, 

Is there a date for the 

board meeting in 

September 

Is there a date 

for the board 

meeting in 

September 

- Yes there is a 

date for the 

board meeting in 

September 

Dear Adrian, dear Azrina, I hope 

everything is fine with you. Can 

you please let me know if you agree 

with the dates of my visit that I 

suggested last Friday? They are 

within the time slot (second half of 

November) you proposed before. 

We can talk about the details of the 

agenda schedule later if you don’t 

have time now. Looking forward to 

your confirmation. Thank you and 

best regards - 

Can you please let 

me know if you 

agree with the dates 

of my visit that I 

suggested last 

Friday? 

Can you please 

let me know if 

you agree with 

the dates of my 

visit that I 

suggested last 

Friday? 

- Yes I can let you 

know if I agree 

with the dates of 

your visit that 

you suggested 

last 

Friday 

 

Fig. 6. Summary of BLEU score evaluation of 94 emails 
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Table 8. BLEU score Categorization 

 

Model evaluation results show that the proposed system can answer to 63.3% 

question emails correctly from the testing dataset. To increase accuracy of the presented 

system, we need to create a new NN model for ISA question classification using a 

bigger dataset. In future works, we will extend the functionality of our system to provide 

automatic responses to factual questions. We propose implementation of an LSTM 

seq2seq NN model to create answer templates as responses to the factual questions. 

Also, we will extend the scope of our system to analyze declarative and informative 

email messages. 
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