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Abstract. Helpful online product reviews, which include massive information, have
large impacts on customers’ purchasing decisions. In most of e-commerce plat-
forms, the helpfulness of reviews are decided by the votes from other customers.
Making full use of these reviews with votes has enormous commercial value, es-
pecially in product recommendation. It drives researchers to study the technologies
about how to evaluate the review helpfulness automatically. Although Deep Neu-
ral Network(DNN), learning from the historical reviews and labels, computed by
the votes, has demonstrated effective results, it still has suffered insufficient labeled
reviews problem. When the helpfulness of a large number of reviews is unknown
for lack of votes, or some useful latest reviews with less votes are submerged by
the past reviews, the accuracy of current DNN model decreases quickly. Therefore,
we propose an end-to-end deep semi-supervised learning model with weight map,
which makes full use of the unlabeled reviews. The training process in this model is
divided into three stages:obtaining base classifier by less labeled reviews, iteratively
applying weight map strategy on large unlabeled reviews to obtain pseudo-labeled
reviews, training on above combined reviews to obtain the re-training classifier.
Based on this novel model, we develop an algorithm and conduct a series of experi-
ments, on Amazon Review Dataset, from the aspects of the baseline neural network
selection and the strategies comparisons, including two labeling and three weight-
ing strategies. The experimental results demonstrate the effectiveness of our method
on utilizing the unlabeled data. And our findings show that the model adopted batch
labeling strategy and non-linear weight mapping method has achieved the best per-
formance.
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1. Introduction

Online reviews of products, which are very important to costumers, can provide reference
for their purchase decisions [1] [2]. But massive customer reviews on e-commerce web-
sites, including plenty of descriptive, emotional texts with diversified expressions, may
lead to information overloading [3]. To highlight the useful reviews, some platforms al-
low users to vote on their helpfulness. But these votes are imbalanced on some new or
unpopular products. The fewer votes on latest products lead to bias errors and are not
credible. Therefore, it is necessary to automatically evaluate the review helpfulness[4].

Early studies mainly used hand-crafted features to try to solve the problem of review
helpfulness prediction, such as Geneva affect label coder (GALC)[5], linguistic inquiry
and word count (LIWC), general inquirer (INQ)[6]. However, due to manual feature engi-
neering and data annotation, using manual features is laborious and expensive. Recently,
models built using the convolutional neural networks (CNN)[7] have been applied to re-
view usefulness predictions and showed performance increasing on review helpfulness
prediction.

However, most of the current models have poor generalization ability when there is
insufficient data. For products with few reviews, it is difficult to obtain enough label data
to train effective models using supervised learning methods. In order to alleviate the issues
of insufficient labeled data and make full use of adequate unlabeled data, we studies semi-
supervised learning for review helpfulness prediction. This paper proposes a deep semi-
supervised learning method with weight map for review helpfulness prediction without
any hand-craft features and prior knowledge.

The remainder of the paper is organized as follows. Section 2 analysed the related
work, Section 3 formally defines the problem and presents our method step by step. Sec-
tion 4 illustrates the experiment settings including dataset, evaluation standards, experi-
ment design and the experiment results analysis. Finally, Section 5 discusses the conclu-
sions and the future work.

2. Related work

Some pioneering works hypothesize that helpfulness is an internal property of review
texts, and try to find new hand-crafted features to study it. Martin used GALC [5] to ex-
tract the emotion features from the review texts to build the emotion-based review help-
fulness prediction model [8]. Yang leveraged existing linguistic and psychological dic-
tionaries to represent reviews in semantic dimensions [6]. Liu used some argument-based
features as the indicators of helpful reviews [9]. However, the performances of these meth-
ods depend largely on the hand-crafted features and a mass of manual annotated samples,
which are time-consuming and labor-intensive.

Hence, some neural network-based methods have been proposed to solve this prob-
lem. Lee and Choeh used multi-layer perceptron neural networks with hand-crafted fea-
tures [10], similar with the work of Malik and Hussain who used deep neural network with
emotion features [11]. Chen and Yang designed a convolutional neural network(CNN) on
the raw-text reviews without any hand-crafted features [12]. Saumya used a two-layered
convolutional neural network model to predict the best helpful online product review [13].
The models they built showed performance increasing on review helpfulness prediction.
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Most of the existing works focus on popular product categories with massive reviews.
However, in the case of insufficient data, the model generalization ability is poor. For
example, the ’Electronics’ category of the Amazon Review Dataset [14] has more than
1.68 million reviews, while the ’Musical Instruments’ category only has 10k reviews, and
most of them have a few votes. For products with a few reviews, it is difficult to obtain
enough labeled data to train an effective model with supervised learning method.

Semi-supervised learning [15,16] was prompted to alleviate the issues of insufficient
labeled data and make full use of adequate unlabeled data. The most classic and simplest
form of semi-supervised learning is self-training[17,18,19,20]. It is an iterative process,
which firstly trains a supervised classifier on the labeled data, and utilizes this classifier
to label the unlabeled data, then enlarges the training set with the most confident predic-
tions (also named pseudo labels[21]). This method can improve classifier’s performance,
especially when the labeled training data is obviously scarce[22]. However, classification
errors might be accumulated along the process when the pseudo labels are not predicted
correctly. The essential problem of self-training is how to make the baseline classifier
more precisely and decrease the impact of false predicted reviews in the training process.

This paper proposes a deep semi-supervised learning method with weight map to
predict review helpfulness automatically.The contributions of this paper are as follows:

1) The method is a new end-to-end self-training model for review helpfulness predic-
tions, and the performance is considerable well in insufficient labeled reviews situa-
tion.

2) It proposes a novel deep semi-supervised learning framework with different label-
ing and weight mapping strategies,which guides the model to choose more reliable
pseudo labels.

3) It develops an algorithm and conducts a series of experiments from the aspects of
baseline and strategies comparisons on Amazon Review Dataset. The experimental
results demonstrate the effectiveness of our method on ultilizing the unlabeled data.

3. Methodology

In this paper, A deep semi-supervised learning method is proposed for review helpfulness
prediction. The flowchart of the proposed method is shown in Figure 1.The procedure is
divided into three phases, including: (1)Training base classifier. (2) Weighting unlabeled
reviews. (3) Re-training classifier. First, A base classifier is trained on the small labeled
dataset by deep neural network. Second,the large unlabeled dataset is predicted by the
base classifier for getting the pseudo labeled dataset. A probability selection is applied on
this pseudo labeled dataset to get the selected labeled dataset. To balance the instances, a
weighting map is proposed and applied on the selected labeled dataset. Then the weighted
labeled dataset is combined with the original small labeled dataset to construct the re-train
labeled dataset. Finally, the classifier is built on the expanded dataset. The details of each
step are described in the following sections.

3.1. Preliminary

Given a small labeled review dataset Dl = {(xi, yi)|i = 1, 2, . . . , n} including n reviews,
where xi represents the ith user review and yi represents the label of this review. The
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Fig. 1. The flowchart of the method

value of y can only be 0 or 1. When yi = 1, it means that the review is helpful, otherwise
it is unhelpful. Du = {(xj)|j = 1, 2, . . . ,m} is the unlabeled large dataset including
m reviews, where n � m. The review helpfulness prediction problem is defined as a
binary classification problem to output a classifier which makes full use of both of the
two datasets.

According to the flowchart, the pseudo labeled dataset Dp = {(xj , y
′
j , pj)|j = 1, 2, . . . ,m},

where pj represents the probability of y′j(y′j = 0or1), is firstly obtained by the base
review classifier built on Dl . Based on pj , parts of reviews from Dp are selected to
get Ds = {(xj , y

′
j , pj)|j = 1, 2, . . . ,m′;m′ < m}, where Ds ⊂ Dp. The rest re-

views of Dp is D′u. After Ds is processed by weighting map approach, the weight set
Dw = {(xj , y

′
j , wj)|j = 1, 2, . . . ,m′;w ∈ (0, 1];m′ < m} is produced, where wj is

the weight of xj . Then let Dr = {(xk, y
′
k, wk)|k = 1, 2, . . . , n +m′;w ∈ (0, 1]} be the
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Re-train set, which combined Dl with Ds. The symbol descriptions are showed in Table
1.

Table 1. Symbol Descriptions

Symbol Description

Dl the original small labeled training set with n reviews
Du the larger unlabeled training set with m reviews
Dp pseudo labeled training set on Du with m reviews
Ds selected pseudo labeled training set on Dp with m′ reviews
Dw weighted pseudo labeled training set on Ds with m′ reviews
Dr new training set after combined Dl with Dw

3.2. Processing unlabeled reviews

In the training base classifier phrase, the base classifier Classifierbase is built by the
deep neural networks, not limited to CNN [7], Gated CNN [23,24,25] and RNN [26] to
minimize the cross entropy error function on Dl. For the pretraining language models
have demonstrated the state-of-the-art performance on a wide range of natural language
processing tasks [27], BERT[28] is applied as the word embedding layer. As a key phrase,
processing the unlabeled reviews is divided into three steps.

1) Generate the pseudo labeled set
The architecture of the model with deep neural networks are shown in figure 2. Given

an unlabeled review xj in Du, we predict this review’s label y′j by classifierbase. As
a binary classification problem, the output of the Classifierbase is a two-dimensional
vector ojk, where k = 0, 1 ,for xj . After training on Du, we get an output matrix Output.
For weighting process, we transfer matrix Output to a probability matrix ProbOutput

computed by formula (1).

Output =


o10 o11
oj0 oj1

...
...

om0 om1



ProbOutput =


p10 p11
pj0 pj1

...
...

pm0 pm1


pjk = p(y′j = k|xj)

=
eojk∑i
i=0 e

oji

where k = 0, 1 i = 1,
∑

pjk = 1.

(1)
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Then we obtain the pseudo label y′j and pj for each unlabeled review xj in Du by
formula (2), (3).

y′j =

{
1, if pjk > 0.5, k = 1

0, if pjk ≥ 0.5, k = 0
(2)

pj = p(pjk|k = y′j) (3)

2) Select the pseudo label set
It is an iteration process to select the reviews from Dp to get Ds. We firstly choose

the reviews whose pj is larger than the mean of the pj . These reviews construct Ds, and
the rest of reviews in Dp construct D′u,which is used in the next iteration.

pmean =

∑m′

j=1 pj

m′
(4)

3) Generate the weighted set
In the following retraining step, we combine the new labeled dataset with the original

labeled dataset Dl to produce a new classifier. There are two ways to use the labeled
dataset Ds. One is that all the reviews in Ds are treated as the same confidence,and another
one is to treat them as different weights. Therefore, we set a weight factor on Ds, and
transfer Ds to Dw. wj is generated by formula (5).

wj =


1, No weight
pj , Hard weight
f(pj), Mapping weight

(5)

When wj is set to 1, Ds is transferred to Dw as following.

Dw =


x1 y1 1
x2 y2 1
...

...
...

xm′ y′m′ 1


The hard weight utilizes the pj in Ds. It sets pj as the weight.

Dw =


x1 y1 p1
x2 y2 p2
...

...
...

xm′ y′m′ pm′


We propose a new soft weight mapping approach. It adjusts the weight based on hard

weight to a more reasonable way.
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Fig. 2. The architecture of deep neural networks

3.3. Weight mapping approach

For the lower value of pj , its influence should be lowered to the future classification
model. On the other hand, more attention should be paid to the instances which have
higher value of pj . Weight mapping works.

Before being mapped, the range of pj is [pmean, pmax]. The confidence of each in-
stance is very close. So the paper tries to map the original pj to the range of [0.5, 1].
Linear mapping and non-linear mapping are two different mapping way to be compared.
The linear mapping is done by formula (6). This mapping way doesn’t change pj’s dis-
tribution density showed as Figure 3. The non-linear mapping is done by formula (7).
The aim range is still [0.5, 1]. From Figure 3, it is found that non-linear mapping makes
the instances diffuse to the side way and changes the original distribution. It makes more
instances in the two sides of the new distribution.

wj =
(pj − pmean) ∗ 0.5
pmax − pmean

+ 0.5 (6)

wj = min(max(pj(pj −
pmax − pmean

2
+ 1), 0.5), 1) (7)

3.4. Re-training classifier

Retraining phrase, shown as figure 4, is a semi-supervised learning process, which iter-
ative utilize the processed unlabeled reviews. It includes three parts:join datasets, retrain
classifier and terminate training.

The paper combines Dw with Dl to get a new dataset Dr,which has n+m′ reviews.
For the reviews in Dl, its weight wk is set to 1. Then the neural network is trained on
the combined dataset Dr and the new classifier Classifierre−train is gotten. Lce is the
cross entropy loss function.

L(Dr) = Lce(wk � xk, yk) (8)



1166 Hua Yin et al.

Fig. 3. Linear Mapping and Non-linear Mapping

Lce(xk, yk) = −[yk · log(pk) + (1− yk) · log(1− pk)] (9)

Retraining on the Dr is an iterative process. It will be terminated and output the final
classifier when the accuracy of classifier does not increase any more.Or the number of
reviews in D′u is smaller than in Dl, then the training process will be terminated.

4. Experiment

In this part, the detailed experiments,including dataset processing, evaluation metrics,
experiment settings and results analysis,are illustrated.

4.1. Dataset

The benchmark dataset is from Amazon Product Review Dataset. It has product reviews
and metadata from Amazon, including 142.8 million reviews spanning May 1996 - July
2014 [14,29]. The reviews information contains ratings of products, texts of reviews, help-
fulness votes and total votes of reviews. The paper chooses Electronics as a representative
category to verify the proposed method. This category has the most reviews and is the
most frequently used product category in related work.

In order to avoid data bias, the reviews with a total of less than 6 votes are removed,
the proportion of helpful votes and unhelpful votes is set to 0.5 [30]. The paper randomly
selects some of the helpful reviews to make the training dataset distribution to reach a bal-
anced state, that is, the reviews marked as helpful and unhelpful are both half of the data
set. To satisfy with the data setting requirement which the number of Dl is largely smaller
than Du, 1% of the original dataset is selected as the training dataset [20], and 20% of
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the trainning dataset as the development set, and 10 times of the trainning dataset as the
test set. The left of the original dataset is the unlabeled dataset. The detailed description
is shown in Table 2.

Table 2. Datset Divisions

Reviews Tokens(unique) Tokens

Train Set 500 10670 59378
Dev set 100 3585 11723
Test set 5000 54592 654264

Unlabeled 42934 232729 4789641

4.2. Evaluation metrics

Accuracy, Precision, Recall, F1-Score are chosen as the performance measures for eval-
uating the classification performance of our approach. The values of these evaluation
criteria range from 0 to 1. The larger of these evaluation criteria, the performance of the
model better.

Accuracy refers to the proportion of reviews correctly classified by the model. The
calculation method is ass:

Accuracy =
TP + TN

TP + TN + FP + FN
(10)

F1-score considers both the Precision(P), which refers that the proportion of helpful
reviews identifications is actually correct, and the Recall(R), of the test to compute the
score, which are defined as:
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F1-score = 2 · Precision ·Recall

Precision+Recall

Precision =
TP

TP + FP

Recall =
TP

TP + FN

(11)

Where a true positive (TP) is an outcome where the model correctly predicts the help-
ful reviews. Similarly, a true negative(TN) is an outcome where the model correctly pre-
dicts the unhelpful review. A false positive(FP) is an outcome where the model incorrectly
predicts the helpful reviews. And a false negative(FN) is an outcome where the model in-
correctly predicts the unhelpful review.

4.3. Experiment setting

To validate the efficiency of the deep semi-supervised learning method, it designs the ex-
periments to answer the three important questions. Has the different deep neural network
impacted on the final classifier? Which is the best choice in the three weight mapping
approaches? What are the influences of the two labeling strategies?

1) Baseline setting
The paper chooses three typical deep neural network as the baseline network including

Convolutional Neural Networks (CNN) [7], Gated CNN [23,24,25] and Recurrent Neural
Networks(RNN) [26] , and sets the parameters of these three network to select better-
performing network. For the Convolutional Neural Networks, the model consists of one
convolutional layer with the 256 channels. The paper adopts multiple sizes of kernels 2,
3, 4, followed by ReLU activation [31]. It sets dropout rate to 0.3 for regularization [32],
and concatenates them after every max-pooling layer, then trains the model using AdamW
optimizer[33] with 1e-4 learning rate.The setting of model with Gated CNN is same as
[23,24], and the model with RNN mainly refers to [26]. The word embedding model used
in all experiments in this paper is Bert [28], and the max length of the review text used
is 420, covering 95% of the effective review data. All the experiments are conducted on
NVIDIA GeForce GTX 2080Ti GPU and implemented using PyTorch.During the training
process, due to that the number of training data is very small, the early-stopping strategy
[34] is adopted to prevent the model from overfitting.

2) Strategy comparison experiments description
The comparative experiments mainly verify the relevant strategies proposed above.

One is a comparison of labeling strategies, and the other is a comparison of different
weight mapping strategies.Labeling strategies includes overall labeling and batch label-
ing strategy. The overall labeling strategy means that the unlabeled set Du is used as a
whole for prediction processing, and the remaining ones are filtered out and iteratively
predicts the labeling process again. In contrast, the batch labeling strategy is to divide
Du into batches in advance into Du1, Du2, . . . , and then predict and filter each subset.
Experiments will be conducted to analyze the impact of different labeling strategies. The
weighting strategies includes three different strategies:no weight, hard weight and map-
ping weight. The effects of different weight strategies will be compared by experiments.
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The table 3 is an explanation of the models and related strategies built by each compara-
tive experiment. The neural network used in all experiments is the one performing well in
the above baseline experiment.

Table 3. Comparative experiments description

Experiments Weight Method Labeled Method

Exp.1 No weight Overall labeling
Exp.2 No weight Batch labeling
Exp.3 Hard weight Overall labeling
Exp.4 Hard weight Batch labeling
Exp.5 Liner mapping weight Overall labeling
Exp.6 Liner mapping weight Batch labeling
Exp.7 Non-liner mapping weight Overall labeling
Exp.8 Non-liner mapping weight Batch labeling

4.4. Results and Analysis

After getting the results of baseline experiments, the better neural network was selected,
then we analysed the influences of the two labeling strategies and the final results of the
experiments.

1) Baseline experiments results
In order to select a better neural network, Three benchmark experiments have been

conducted. The results of these experiments are shown in the following table 4. Based on
the results, it can be concluded that the CNN network is generally better than the others
from values of F1-score and accuracy.

Table 4. Baseline experiments Results

Model Precision Recall F1-score Accuracy

CNN 68.12 67.21 67.66 67.33
Gated CNN 67.51 66.32 66.91 67.10

RNN 63.64 70.02 66.67 65.11

2) Strategies experiments Analysis
When using the overall labeling strategy, in each training loop, the number of pseudo-

labeled samples reduce and its F1-score is as follows Figure 5. It can be shown from
Figure 5 that when the overall labeling strategy is adopted, the amount of pseudo-labeled
samples added is no more than half of the previous loop. During the process of training
model, the pseudo labeled samples introduced become less and less. It causes more errors
accumulated in the early stage and even leads to the model performance degradation.
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Fig. 5. F1-score and amount of reviews
changed by loops on overall labeling strat-
egy

Fig. 6. F1-score and amount of reviews
changed by loops on batch labeling strat-
egy

Fig. 7. Distribution density of pj by loops (Exp.1-8)

When using the batch labeling strategy, the amount of pseudo-labeled reviews in each
training loop and its F1-score are shown in the figure 6.

It can be demonstrated from Figure 6 that the experiments that only adopting batch
labeling strategy without weight mapping processing will filter out more pseudo-labeled
samples in the first loop. In the subsequent loops, the amount of reviews are slightly
reduced, but remain stable. At the same time, experiments using batch labeling strategy
and weight mapping method can prevent the model from a sharp decrease in the amount
of pseudo-labeled training reviews, and make the amount of newly added pseudo-labeled
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reviews more stable in the entire training process. Thus the model performance can be
stably improved.

The distribution and changes of the pseudo-labeled sample probability pj in each
semi-supervised training loop of Exp.1-8 are shown in the figure 7. When overall label-
ing strategy is used, in the semi-supervised training loop, the amount of pseudo-labeled
training set added to the training loop decreases sharply. It results in a very large change
in the probability distribution, which is extremely centralized. The stability and general-
ization of the model are both not enough. When the batch labeling strategy is adopted, the
overall performance and improvement of the model are more stable, because the amount
of pseudo-labeled samples added is relatively stable, and the model is more robust with a
better generalization performance.

3) Analysis of the final results of experiments
The final results of the experiment are shown as table 5. It can be concluded that the

model adopted batch labeling strategy and non-linear weight mapping method has the best
experimental results. It’s F1-score increases by 5.27% and accuracy increases by 4.96%,
compared with the baseline model, which demonstrates obvious improvement.

Table 5. Final results of the experiment

Model Precision Recall F1-score Accuracy

Exp.1 67.82 68.53 68.17 68.06
Exp.2 66.39 71.26 68.73 68.27
Exp.3 67.21 71.01 69.05 67.93
Exp.4 71.25 68.91 70.06 69.42
Exp.5 69.46 67.63 68.53 68.34
Exp.6 69.23 71.80 70.47 70.48
Exp.7 71.12 72.21 71.66 71.21
Exp.8 70.12 76.22 73.03 72.29

5. Conclusion and future works

This paper studies semi-supervised learning for review helpfulness prediction. It proposes
a deep semi-supervised learning method with weight map for review helpfulness predic-
tion without any hand-craft features and prior knowledge. As the experiments demon-
strated,the batch labeling strategy can effectively alleviate the problem of the sharp de-
crease in the pseudo-labeled sample size and make the pseudo-labeled data set flattened
in the semi-supervised learning loop, and the weight mapping strategy can effectively im-
prove the model effect, the stability and generalization of the model. In the future work,
we will further explore the method of adjusting the pseudo-labeled sample weight in the
semi-supervised learning process, and the application of semi-supervised learning in text
classification.
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