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Abstract. Recently, HyperText Transfer Protocol (HTTP) based adaptive 

streaming (HAS) has been proposed as a solution for efficient use of network 

resources. HAS performs rate adaptation that adjusts the video quality according 

to the network conditions. The conventional approaches for rate adaptation 

involve accurately estimating the available bandwidth or exploiting the playback 

buffer in HAS clients rather than estimating the network bandwidth. In this paper, 

we present a playback buffer model for rate adaptation and propose a new buffer-

based rate adaptation scheme. First, we model the playback buffer as a queueing 

system that stores video segments. The proposed scheme selects the next video 

bitrate that minimizes the difference between the current buffer occupancy and the 

expected value from the playback buffer model. The evaluation results indicated 

that the proposed scheme achieves higher video quality than conventional 

algorithms and can cope with various environments without the tuning of the 

configuration parameters. 

Keywords: adaptive algorithms, queueing analysis, streaming media, transport 

protocols. 

1. Introduction 

Global Internet video traffic has been growing rapidly with the emergence of popular 

video streaming services such as YouTube, Netflix, and Amazon Prime. According to 

Cisco's Visual Networking Index, worldwide video traffic accounted for 75% of total 

Internet traffic in 2017 and is expected to reach 82% by 2022 [1]. To handle the 

increasing video traffic, many video service providers adopt adaptive bitrate streaming 

technology to provide the best possible streaming experience for users. Recently, 

HyperText Transfer Protocol (HTTP) based adaptive streaming (HAS) technology has 

attracted attention owing to the simplicity of its implementation and deployment [2]. In 

contrast to the existing real-time transport protocol (RTP) based streaming technology, 

which transmits video packets through User Datagram Protocol (UDP), HAS streams 

video over HTTP/Transmission Control Protocol (TCP), which is a traditional protocol 

stack used to deliver web messages. Video streaming technologies such as Microsoft’s 

Smooth Streaming, Apple’s HTTP Live Streaming, and Adobe’s HTTP Dynamic 

Streaming rely on HTTP-based adaptive bitrate streaming [3-6]. In the HAS system, the 

video content is encoded at various bitrates, and the encoded video content is divided 
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into small video segments of a certain length and stored in the HTTP web server [7]. 

The HAS client sends an HTTP GET message to download the video segments. The 

transmitted video segment is stored in the playback buffer of the client, and when 

enough video segments are stored, the decoder consumes the first video segment and 

displays it on the screen. 

Research on HAS is being actively conducted to improve the service quality and user 

experience. A general research topic is a methodology for improving the performance of 

the rate adaptation algorithm implemented in the HAS client and applying it to various 

environments [8]. In the conventional video streaming service, quality degradation is 

caused by the interruption of playback or the distortion of the image in a situation where 

the network bandwidth is insufficient. Because HAS dynamically adjusts the video 

bitrate, unnecessary changes in video quality can make users feel uncomfortable. 

Recent studies have shown that requesting a segment in an ON-OFF pattern to 

maintain the buffer occupancy causes the HAS client to incorrectly measure the 

available bandwidth and repeat unnecessary quality changes in a multi-client 

environment [9]. To solve this problem, techniques for bandwidth measurement and 

playback buffer-based adaptation methods have been studied [10-12]. The existing 

approach is expected to improve the performance of HAS by accurately measuring the 

available bandwidth or setting a threshold for the buffer occupancy. However, most of 

the conventional approaches have been designed by targeting to a specific scenario. This 

leads to require the setting of configuration parameters such as weights and thresholds, 

degrading adaptability to the various scenarios. The conventional approaches are hard to 

achieve consistent quality for the media-consumption environments that the network 

bandwidth, videos watching by users, and number of users are changing over time. 

In this paper, we propose a buffer-based rate adaptation scheme to achieve consistent 

quality for HAS. The main contributions of the proposed scheme are as follows. 

• We analyze the relationship among the video bitrate, network bandwidth, and 

playback buffer occupancy of HAS. 

• We present a playback buffer model for rate adaptation by considering the analyzed 

results for the relationship among the affecting factors to the performance of HAS. 

• We then propose a novel rate adaptation scheme that controls the video bitrate by 

using the current buffer occupancy and the average buffer occupancy predicted by the 

playback buffer model. 

• To compare the performance of the proposed scheme with the conventional 

approaches, we perform simulations in various network environments by using the ns-3 

network simulator. 

The reminder of the paper is organized as follows. Section 2 reviews related work on 

HTTP-based adaptive streaming. Section 3 presents the playback buffer model for HAS. 

Section 4 describes the proposed rate adaptation scheme and its buffer-based adaptation 

algorithm. Section 5 presents the results of the proposed scheme, and Section 6 

concludes the paper. 
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2. Background and Related Work 

In this section, we describe the basic operation of the HAS system and analyze the 

behavior of the HAS client. We also classify rate adaptation schemes according to 

adaptation factors such as the bandwidth, buffer occupancy, and video bitrate. 

2.1. HAS System 

As the demand for video streaming over the Internet increases, various technologies and 

standards have been proposed and developed. Recently, HTTP-based adaptive 

streaming has attracted attention owing to its efficient use of limited network resources 

and fast start-up time. Conventional streaming technology frequently uses the RTP over 

UDP, which does not perform error recovery for fast media delivery. By using HTTP, 

network address translation and firewall problems of existing streaming protocols can be 

easily solved. The HAS system also has the advantage of a low implementation cost 

because it can use the existing HTTP web servers and cache servers that are already 

installed globally. 

In the HAS system, the HTTP web server stores video contents encoded with 

different resolutions, frame rates, and bitrates depending on the quality level. Each video 

is divided into segments of short length. The HAS client requests consecutive video 

segments while performing rate adaptation to adapt the video bitrates to the changing 

network environment. In general, rate adaptation algorithms use segment throughput to 

estimate the available bandwidth. 

2.2. Behavior of HAS Client 

At the beginning of the streaming, the HAS client quickly fills the playback buffer by 

continuously requesting video segments in the buffering state to prevent playback 

stalling. When the playback buffer is full, it periodically requests video segments in the 

steady state. Fig. 1 shows that if the video bitrate is lower than the network bandwidth, 

the HAS client has an ON-OFF pattern in the steady state. Owing to this ON-OFF 

pattern, the available bandwidth may be inaccurately measured in an environment where 

multiple HAS clients compete. 

There are two typical problems caused by HAS clients having an ON-OFF pattern. 

The first problem is that the HAS client underestimates the available bandwidth because 

the TCP connection is idle during the OFF period [13]. When a TCP sender does not 

send or receive data for more than one retransmission timeout, the TCP congestion 

window is reduced to the initial value, and the TCP connection restarts slow-start after 

an idle period [14]. Unnecessary slow-start reduces the TCP throughput. For example, 

whenever an HAS client restarts slow-start while competing with greedy TCP flows, the 

throughput of the HAS client gradually decreases, and the client is unable to obtain the 

fair share of bandwidth. 
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Fig. 1. Request pattern of the HAS client 

Another problem is that HAS clients overestimate the available bandwidth when there 

are multiple HAS clients in the same network and they operate in an ON-OFF pattern 

[10]. Fig. 2 shows that the download duration varies depending on the overlap of ON 

periods when two HAS clients request video segments of the same size. Because the 

available bandwidth is estimated according to past segment throughputs, HAS clients 

may overestimate the bandwidth if the ON period is not overlapped. For example, if 

multiple HAS clients overestimate the available bandwidth and unnecessarily improve 

the video quality simultaneously, the network bandwidth becomes insufficient and 

network congestion occurs, resulting in poor video quality. In summary, the ON-OFF 

pattern is known to be a typical factor that degrades the quality of HAS services. 

HAS Client 1

HAS Client 2

1 s 1.5 s 2 s

0%

Overlapped

50%

Overlapped

100%
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Fig. 2. Download duration of two competing HAS clients in the same network 

2.3. Rate Adaptation Schemes 

Although HAS is a relatively new application, its popularity has resulted in considerable 

research. In particular, the rate adaptation scheme is an interesting research topic 

because it automatically adjusts the video quality to provide video to users at the 

maximum possible quality. We begin by reviewing the rate adaptation scheme and then 

describe the key shortcomings of state-of-art solutions. 
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The most basic method of rate adaptation is to select the highest quality while 

ensuring a video bitrate lower than the available bandwidth. In general, the rate 

adaptation scheme is implemented in the client to reduce the load on the server. 

•  Estimating: Estimate the available network bandwidth by measuring the per-

segment throughput from the previous segment request. 

• Smoothing: Remove noise from estimates by applying an exponentially weighted 

moving average filter or a harmonic mean filter. 

• Quantizing: Select the video quality using the smoothed version of the estimated 

bandwidth. 

•  Scheduling: Determine the next request time according to the playback buffer 

occupancy. 

We can classify existing rate adaptation schemes into two main categories: 

bandwidth-based and buffer-based. Bandwidth-based rate adaptation controls the video 

bitrate according to the estimated available bandwidth. Early rate adaptation schemes 

adopted by commercial video providers belong to this category. Because the video 

quality mainly depends on the accuracy of the bandwidth estimation, measurement 

techniques considering the network type and traffic characteristics have been proposed. 

The dash.js video player provided by the DASH Industry Forum estimates the future 

throughput by using the average throughput of the last three segments to mitigate 

fluctuations in the bandwidth measurement [15]. PANDA predicts the available 

bandwidth in a manner similar to TCP congestion control and prevents the problem of 

ON-OFF patterns when multiple clients share bottleneck links [12]. PANDA updates the 

segment throughput in an additive increase and multiplicative decrease (AIMD) manner. 

Under complex network conditions, it is still challenging to accurately predict the 

network bandwidth. 

Buffer-based rate adaptation selects the video bitrate according to the occupancy of 

the playback buffer implemented in HAS clients. In the buffer-based approach, the video 

quality is proportional to the buffer occupancy. A few studies have addressed the buffer-

based approach to model the playback buffer [16-20]. BBA performs rate adaptation 

using a function that linearly maps the current buffer occupancy to the video bitrate [21]. 

It also divides the playback buffer into three sections, and its performance is determined 

by the length of each section. In [22], the authors modeled the playback buffer as an 

M/M/1 queue to characterize buffer starvations. 

Because rate adaptation schemes are designed to improve the performance of HAS in 

a specific scenario, they make direct or indirect assumptions regarding the target 

environment. Most of them also require the setting of configuration parameters, such as 

weights and thresholds. These are often set arbitrarily through experiments. While fixed 

parameters may be adequate in certain scenarios, they cannot achieve consistent quality 

for all scenarios. Therefore, we must identify the factors affecting the video quality and 

consider these factors for rate adaptation. Clearly, the bandwidth and buffer are the main 

factors in rate adaptation. However, the bandwidth and buffer are treated separately, and 

the relationship between them is not well-considered in conventional approaches. In this 

paper, we present a playback buffer model for HAS clients and analyze the relationship 

among the bandwidth, buffer occupancy, and video bitrate using queueing theory. 
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3. Playback Buffer Model for HAS 

In this section, we formalize the playback buffer for HAS clients. Before presenting the 

playback buffer model, we first define the symbols and terms used in the paper, as 

shown in Table 1. 

Table 1. Notation used in this paper 

Notation Definition 

nr  Video bitrate of the nth segment 

mR  Video bitrate of the mth quality level 

x  Segment throughput 

  Segment duration 

b  Buffer occupancy 

maxb  Buffer capacity 

k  Number of segments in the buffer 

  Segment arrival rate 

  Segment service rate 

  Traffic intensity of the buffer 

c  Coefficient of variation 

N  Average number of segments in the buffer 

K  Maximum number of segments in the buffer 

W  Average waiting time of buffer 

 

In this paper, the buffer occupancy of HAS clients is expressed in units of time. As 

shown in Fig. 3, the buffer occupancy is reduced by the time the video is played, and 

when the segment download is completed, the segment duration is added to the buffer 

occupancy. We can model the playback buffer as a queue that stores and processes 

video segments, as shown in Fig. 4. 

Buffer Occupancy

Time

Download Duration Segment Duration

nb

1nb 

nt 1nt 
 

Fig. 3. Buffer occupancy of the HAS client 
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Fig. 4. Queuing model of the playback buffer 

In the playback buffer model, the arrival rate is the number of video segments 

arriving per unit time. The nth arrival rate can be calculated using the estimated network 

throughput and the size of the nth video segment, as follows. 

n

n

n

x

r






                                                    (1) 

Unless playback is paused, the HAS client consumes one video segment during each 

segment duration in the steady state. In this case, the service time is equal to the segment 

duration, and the service rate can be expressed as follows. 

1
n


                                        (2) 

The buffer occupancy is updated according to the following equation. 

  1 1max 0,n n n nb b t t                              (3) 

Here, tn is the time at which the nth segment download is completed. Assuming that 

we have a continuous analogue of bn, the following relationship is satisfied. 

 
   

db t
t t

dt
                                         (4) 

Equation (4) shows that the buffer occupancy of HAS clients can be mathematically 

modeled as a non-linear differential equation. 

Because video segments are transmitted over the network and consumed at a constant 

rate, we suppose that the arrival rate follows a certain probability distribution and that 

the service rate is fixed. Thus, we model the playback buffer as a G/D/1/K queue, where 

G represents interarrival times, which have a general distribution; D represents service 

times, which are deterministic; and K represents the queue size. Because the analytic 

solution of the G/D/1/K queuing model is unknown and is very difficult to obtain, we 

use an approximation to predict the average buffer occupancy. In the playback buffer 

model, the buffer occupancy is equal to the time to wait in the playback buffer until the 

most recently received segment is decoded. 

Kingman’s formula is the most widely used approximation for the mean waiting time 

in a G/G/1 queue [23]. 
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Here,     is the traffic intensity, which represents how busy a queueing system 

is. Because the second term in (5) represents the average number of elements in an 

infinite queue, it must be modified for a finite queue. If the interarrival time and the 

service time follow the exponential distribution, their coefficients of variation (CVs) are 

equal to 1, and (5) becomes an equation for M/M/1 queues. An M/M/1/K queue is the 

finite version of the M/M/1 queue, and its mean waiting time is calculated via 

summation instead of an infinite series. The mean waiting time for an M/M/1 queue is 

twice that for an M/D/1 queue. The mean waiting time of M/M/1, M/M/1/K, and M/D/1 

queues can be expressed as following equation when 0 1  . 
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According to the relationship among M/M/1, M/M/1/K, and M/D/1 queues, we can 

predict the mean waiting time of a G/D/1/K queue as follows. 
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The CV of the service time cs is removed because the standard deviation of the 

service time is equal to 0 in our model. When the playback buffer is in the steady state, 

where   converges to 1, (7) converges to the following equation. 
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                            (8) 

4. Proposed Buffer-Based Rate Adaptation 

This section introduces the proposed rate adaptation scheme, which measures the buffer 

information rather than the network bandwidth for rate adaptation. Fig. 5 shows a block 

diagram of the proposed scheme in the HAS system. 

 



 Buffer-Based Rate Adaptation Scheme for HTTP Video Streaming with Consistent Quality         1147 

HTTP GET Request

Measurement

Playback

Buffer

Bitrate 

Selection

Queueing

Model

HTTP

Web Server

Video Segment HAS Client

Video

Player

Proposed Rate Adaptation Scheme

Internet

 

Fig. 5. Block diagram of the proposed scheme 

4.1. Measurement 

In this step, the proposed scheme measures the available bandwidth and the interarrival 

time of segments for the playback buffer model. Measurement of the available 

bandwidth in the HAS client is not accurate, because it is performed in the application 

layer and involves measurement error. The approximate available bandwidth is 

predicted via the smoothing of bandwidth samples. 

There are many ways to take an average, such as the arithmetic mean, harmonic 

mean, and moving average. The proposed scheme uses all samples and updates the 

previous average using the current sample, as follows. 

 1 1

1

1 1n

n i n n n

i

A x A x A
n n

 



               (9) 

The arithmetic mean of the samples is calculated using (9). The network bandwidth is 

expressed in terms of the bitrate, i.e. the number of bits transferred per unit of time. 

When calculating the average of rates, such as speed, bitrate, and bandwidth, the 

harmonic mean is a more appropriate method than the arithmetic mean. The proposed 

scheme estimates the network bandwidth using the following equation. 
11

1 1

1 1 1 1 1 1n

n

i i n n n

H
n x H n x H



 

    
        
    
                           (10) 

We also calculate the CV of the interarrival time, which is a variable in the playback 

buffer model. The proposed scheme records the arrival time of each segment and 

calculates the interarrival time. The average of the interarrival times is calculated using 

(9). Because only a squared CV is needed, we calculate the variance of the interarrival 

time, as follows. 

 
22 2

1 1

1 1
1n n n nx A

n n
   

  
     
  

                      (11) 

In the proposed scheme, the CV of the interarrival time represents the network 

variability, which indicates how often the network changes. However, because there are 



1148           Jiwoo Park, Minsu Kim, and Kwangsue Chung 

insufficient data at the beginning of the streaming, the CV does not contain meaningful 

information. It may be a smaller than predicted using the proposed playback buffer 

model. To prevent this, we calculate the CV using (9) and (11) and set the minimum 

value as follows. 
2

2 max 1,n

n

c
A

  
   
   

                                    (12) 

4.2. Updating Queuing Model 

The proposed scheme estimates the average buffer occupancy through the queuing 

model to perform buffer-based rate adaptation. We define the expected average buffer 

occupancy B as a function of the estimated bandwidth and the CV of the interarrival 

time. 

 1 12

1 1
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         (13) 

Equation (13) gives the relationship among the available bandwidth, buffer 

occupancy, and video bitrate. We observe that the buffer capacity, segment duration, 

and CV of the interarrival time affect the buffer occupancy and represent the variability 

of the device, video, and network, respectively. In this model, the buffer capacity and 

segment duration are fixed before performing rate adaptation. The proposed scheme 

updates the queuing model using the data measured in the previous step and thus is able 

to take into account the variability of the surrounding environment. 

4.3. Bitrate Selection 

When choosing the video bitrate according to the buffer occupancy, it is necessary to 

prevent buffer underflow and overflow, which adversely affect the performance, and 

simultaneously improve the average video quality. Buffer underflow and overflow can 

be resolved by keeping the buffer occupancy constant. By selecting the video bitrate in 

proportion to the buffer occupancy, the video quality can be improved as the playback 

buffer is filled. 

If we derive a function such as  ,n nf H B r  from (13), we can easily select the 

appropriate video bitrate. However, it is impossible to obtain the inverse of a 

multivariate nonlinear function in an analytical manner. Therefore, the proposed scheme 

follows a heuristic method to determine the video bitrate according to the buffer 

occupancy. If the video bitrate can be selected to set the buffer occupancy to the target 

occupancy, the playback buffer can remain stable. The proposed scheme selects the next 

video bitrate that minimizes the difference between the buffer occupancy and the 

expected value from (13), as follows. 

 1 maxarg minn n n
R

r B B b                                        (14) 
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Here, Bmax is the maximum predictable value of the average buffer occupancy and 

satisfies the following equation. 

max lim 2 limn n
x x r

B B B
 

                          (15) 

Fig. 6 illustrates the proposed bitrate selection in a two-dimensional space. Suppose 

that a video is encoded at five bitrates {R1, R2, R3, R4, R5}. Then, we can draw five 

points on the Bmax − B curve. A larger index of R represents a higher video bitrate. The 

position of each point is determined by the ratio of the bandwidth to the encoded bitrate. 

For example, as the bandwidth increases, the points move to the right along the curve. In 

accordance with (13), the buffer capacity determines the shape of the curve, and the 

slope increases with the capacity. The CV of the interarrival time and the segment 

duration scale the curve vertically. The proposed scheme finds the closest point to the 

buffer occupancy line. Thus, video streaming starts with the lowest bitrate, but a higher 

bitrate is selected as the buffer occupancy increases from 0. If the selected bitrate 

satisfies 0 < x/r < 1, the buffer occupancy decreases because the video bitrate exceeds 

the network throughput. Conversely, the buffer occupancy increases when the network 

speed is higher than the selected bitrate. If the rate adaptation is performed for a 

sufficient time in the proposed method, the buffer occupancy converges to Bmax/2 and 

remains stable unless the network bandwidth changes significantly. 

maxB B

x r

nb

maxB

max 2B

1R
2R

3R

4R5R

1  

Fig. 6. Proposed buffer-based bitrate selection 

5. Simulation Results 

We performed a set of simulations to evaluate the proposed scheme in comparison with 

other conventional algorithms using the ns-3 network simulator [24]. To objectively 

evaluate the performance of the rate adaptation scheme, we implemented the HAS 

system in addition to the ABR, PANDA, and BBA algorithms. ABR is a basic rate 

adaptation scheme, and PANDA and BBA are the most representative algorithms for 

rate adaptation. A brief description of each algorithm is presented as follows. 
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• ABR estimates the available bandwidth through an arithmetic mean of the three 

most recent segment throughputs and selects the highest video bitrate that is lower than 

the measured available bandwidth [15]. 

• PANDA performs AIMD-like bandwidth estimation with an additive increment w 

and a multiplicative factor κ [12]. We used 0.3 and 0.28 as the defaults for w and κ, 

respectively. 

• BBA uses a lower threshold of 90 s and an upper threshold of 24 s, for a buffer 

capacity of 240 s [21]. We set the thresholds at ratios of 3/8 and 9/10 for the variable 

buffer capacity. 

5.1. Experimental Setup 

As shown in Fig. 7, in all the simulation, a simple dumbbell network topology including 

TCP and UDP applications was used for generating competing traffic according to 

network profiles. 
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100 Mbps

1 ms

HAS

Client
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Receiver

TCP
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Fig. 7. Network topology used in the simulations 

Table 2. Network profiles used in the simulations 

Network 

Profile 

Period 

(s) 

Min 

(kbps) 

Max 

(kbps) 
Pattern 

1 30 1500 5000 High-low-high 

2 30 1500 5000 Low-high-low 

3 - 2529 4110 

FTP, Exponential 

ON-OFF, Pareto 

ON-OFF 

We used two basic patterns for the network profile, i.e. high–low–high and low–

high–low, according to the guideline of the DASH Industry Forum [25]. To simulate a 

general network environment, we constructed a network profile that generated highly 

variable traffic by combining three patterns of traffic models: FTP, Exponential ON-

OFF, and Pareto ON-OFF. FTP is a file transfer protocol that sends packets using 

multiple TCP connections and thus transmits data at the maximum possible speed. 
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Exponential ON-OFF is a traditional traffic model of circuit-switched networks, whereas 

Pareto ON-OFF traffic represents a bursty characteristic of packet-switched networks. 

Detailed information regarding the network profiles is presented in Tables 2 and 3. Fig. 

8 shows the bitrate changes of each profile in the simulation. 

Table 3. Detailed settings of network profile 3 

Pattern Characteristic Configuration 

FTP Greedy 
TCP NewReno 

Always ON 

Exponential 

ON-OFF 
Poisson/Memoryless 

BurstTime = 0.8 s 

IdleTime = 0.2 s 

Rate = 3 Mbps 

Pareto ON-

OFF 
Long-tail/Bursty 

BurstTime = 0.5 s 

IdleTime = 0.5 s 

Rate = 3 Mbps 
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Fig. 8. Bitrate change in the network profiles 

The video sample used in the experiment was encoded with six levels of quality, 

according to YouTube’s recommended encoding settings [26]. As the quality level 

increased, the video bitrate increased exponentially. Table 4 presents the resolution and 

bitrate for each quality level. For further experiments, we divided the video sample into 

video segments 2–10 s in length. 

Table 4. Configuration of the video bitrates 

Quality level Resolution Bitrate (kbps) 

1 160p 221 

2 240p 614 

3 360p 1384 

4 480p 2462 

5 720p 5535 

6 1080p 12453 
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5.2. Performance Metric 

We evaluated the rate adaptation scheme with regard to efficiency and stability. In the 

HAS system, efficiency corresponds to the overall video quality, and stability 

corresponds to the lack of changes in video quality. To measure the overall video 

quality, we calculated the average video bitrate for all segments using (9). To evaluate 

the change in the video quality and the magnitude of the change simultaneously, we 

defined a metric for the relative difference in the video bitrate, as follows. 

 

1
1

1 1

1

1 min ,

N
n n

n n n

r r

N r r




 




                                     (16) 

To take into account the variability of the device, video, and network, we performed 

15 simulations for each rate adaptation scheme, while the changing buffer capacity and 

segment duration. For all the network profiles, the buffer capacity was changed to 30, 

60, and 120 s, and the segment duration was changed to 2, 4, 6, 8, and 10 s. The 

simulation results were averaged, the standard deviations were calculated. 

5.3. Performance Evaluation 

Before comparing the proposed rate adaptation scheme with ABR, PANDA, and BBA, 

we describe its behavior. The proposed scheme selects the next bitrate according to the 

buffer occupancy and maintains the buffer occupancy through the playback buffer 

model. Fig. 9 shows that the proposed scheme maintained a stable buffer occupancy 

even in a highly variable environment. The proposed scheme tended to select lower 

bitrates to fill the playback buffer quickly when the buffer capacity was large. Because 

network profile 3 had increased network variability, the playback buffer model 

computed a higher value for the average buffer occupancy, owing to the increased CV. 

Therefore, the proposed scheme behaves conservatively when the network is unstable. 

To compare the performance of the rate adaptation scheme, we calculated the average 

video bitrate and the relative difference in the video bitrate from all the simulation 

results, as shown in Fig. 10. Bandwidth-based rate adaptation schemes exhibit lower 

video bitrates and fewer bitrate changes than buffer-based schemes. PANDA exhibited 

worse performance than ABR when the network bandwidth was insufficient at the 

beginning of the streaming. This inefficiency indicates that the bandwidth estimation 

must be swift to catch network changes. Tuning the configuration parameters may solve 

this problem but should be done on a per-network basis. BBA exhibited a higher 

average video bitrate than ABR and PANDA, but there were unnecessary bitrate 

oscillations. Because BBA set thresholds of the buffer occupancy that divided the 

playback buffer into several areas, it changed the video quality too frequently when the 

buffer capacity was small. The proposed scheme exhibited a high average video bitrate, 

similar to BBA, but reduced the number of changes in the video bitrate by using the 

difference in the buffer occupancy. 
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Fig. 9. Buffer occupancy of the proposed scheme in network profile 3 
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Fig. 10. Average video bitrate and relative difference in the video bitrate for all schemes in (a) 

network profile 1, (b) network profile 2, (c) network profile 3 

Fig. 11 shows the results for all the rate adaptation schemes in network profile 1, 

where network bandwidth decreased and then increased. All the schemes performed rate 

adaptation at approximately 100 s owing to the reduction in the available bandwidth or 

buffer occupancy. ABR and PANDA select the next video bitrate according to the 

estimated available bandwidth; thus, they responded sensitively to network changes. 

PANDA performed rate adaptation more conservatively than ABR because of its 

AIMD-like bandwidth estimation. PANDA exhibited a slow quality improvement at the 
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beginning of the streaming. BBA selects the video bitrate according to the current buffer 

occupancy and changes video quality when the buffer occupancy exceeds the threshold. 

BBA frequently changed video quality when the buffer occupancy remained near the 

threshold. The proposed scheme also selected the video bitrate based on the buffer 

occupancy but did not change the video quality directly. The playback buffer model 

computed an expectation of the average buffer occupancy based on indirect information 

regarding the network, device, and video. Because the proposed bitrate selection method 

employed this value for rate adaptation, the proposed scheme was able to achieve 

consistent quality despite the variability. 
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Fig. 11. Rate adaptation in network profile 1 

By performing many experiments with various configurations, we observed that there 

was a tradeoff between the efficiency and stability in HAS. We plotted 12 points 

representing each rate adaptation scheme in each network profile, as shown in Fig. 12. 

More points close to the top left of the graph are interpreted as a better rate adaptation 

scheme. In the experiment, the performance of ABR and PANDA was determined by the 

accuracy of the bandwidth estimation. BBA could achieve better video quality 

regardless of the network conditions but made unnecessary quality changes that 

adversely influenced the user experience. The proposed scheme struck a balance 

between efficiency and stability and achieved better performance in some cases. The 

proposed scheme also employed a buffer-based bitrate selection algorithm, but its rate 

adaptation was performed using the playback buffer model comprising bandwidth, 

buffer, and video segment information. Therefore, the proposed scheme can provide 

consistent quality for HAS despite the variability of the network, device, and video. 
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Fig. 12. Comparison of performance in network profiles 1, 2, and 3 

6. Conclusion 

To investigate the relationship between the bandwidth and the buffer in HAS, we 

developed a playback buffer model. The playback buffer was modeled based on the 

queueing theory, which is a proper way to analyze waiting entities. We predicted the 

average buffer occupancy by exploiting the playback buffer model. Because the average 

buffer occupancy is determined by the available bandwidth, segment duration, and 

buffer capacity, we propose a novel bitrate selection algorithm based on the playback 

buffer model. The proposed scheme sets the average buffer occupancy as a target and 

thus performs buffer-based rate adaptation for achieving consistent quality despite the 

variability of the network, device, and video. To evaluate the performance of the rate 

adaptation scheme, we implemented the HAS system in the ns-3 network simulator and 

conducted simulations with various configurations. We compared the proposed scheme 

with well-known rate adaptation algorithms with regard to the average video quality and 

the change in video quality. The simulation results indicated that the proposed scheme 

achieves very high video quality on average, even under unstable network conditions. 

Because the proposed scheme updates the expectation of the average buffer occupancy 

whenever it receives video segments, it responds to network changes without adjusting 

any parameters. However, the playback buffer modeling based on queuing theory has a 

limit in the real-world environments where the network bandwidth, videos watching by 

users, and number of users are changing more severely than simulation environments. 

To address this issue, we plan to extend the proposed scheme with a more practical 

buffer model for the real-world commercial HAS clients as a future work. 
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