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Abstract. This paper studies the informativeness of features extracted from a limit
order book data, to classify market data vector into the label (buy/idle) by using the
Long short-term memory (LSTM) network. New technical indicators based on the
support/resistance zones are introduced to enrich the set of features. We evaluate
whether the performance of the LSTM network model is improved when we select
features with respect to the newly proposed methods. Moreover, we employ mul-
ticriteria optimization to perform adequate feature selection among the proposed
approaches, with respect to precision, recall, and Fβ score. Seven variations of ap-
proaches to select features are proposed and the best is selected by incorporation of
multicriteria optimization.
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1. Introduction

The stock market has been the subject of studies of many research projects and publica-
tions, as well as of many financial institutions.

It has already been noted in the literature that the financial markets hold memory
properties, see [48], [11], [38]. A wide range of research is done analyzing the financial
data and exploring adequate mathematical models for modeling financial phenomena. In
[32], the optimal strategy and the dynamic volatility derivatives pricing in an incomplete
financial market were established using the expected utility maximization formulation.
On the other hand, the authors in [21] proposed a smart market model that reduces peak-
demand charges and has a positive final profit in energy systems.

Since there are more and more data on stock markets nowadays, there is a potential
in developing algorithms to analyze historical data and take advantage of it. Nowadays,
most exchanges have been automatized, because more trades are observed via automated
electronic markets (see [6]). Therefore, most exchanges have switched from the traditional
stock exchange, which had a physical location, to the electronic stock exchanges.

The electronic marketplace mechanism is comprehensively described in [7].
Various Artificial Intelligence approaches have been used for, usually very challeng-

ing, financial forecasting, which has been attracting many researchers. The authors in [37]
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provided a review on various techniques that perform well in the forecasting of stock mar-
kets, as well as they proposed an approach through data discretization by fuzzistics and
rule generation by rough set theory.

The authors in [2] investigated the role of sample size and class distribution in credit
risk assessments and their results indicate that various factors play a role in determin-
ing the optimal class distribution (the performance measure, classification algorithm and
data set characteristics). Moreover, seven different machine and deep learning algorithms
were proposed in [17] to learn the inherent patterns and predicting future movements in
the stock market. Also, in [9] authors have used the weighted support vector machine
(WSVM) method above the principal components to predict the stock trading signals. In
[43] authors analyzed how Window Size influences the performance of future price di-
rection prediction models that use technical indicators as input. The description of the
trading strategy evolution and the strategy valuation is interpreted in [39].

In this research, we tend to cross compare the performance of the Long short-term
memory (LSTM) network (initially introduced in [23]) when the model is fed with dif-
ferent groups of features extracted from the market limit order book (LOB) data. The
research presented in this paper is unique in the sense that we used the customized data
transformation, included the resistance support features and multicriteria optimization is
used to select the best option among seven different approaches proposed to perform
feature selection. Therefore, the presented research is not comparable to any other work
available in the literature. But note that in [41] the authors extracted the Fourier trans-
formation based features from the LOB and evaluated the performance of the GRU based
model when fed with different groups of extracted features. Further, note that multicriteria
optimization approaches for choosing the set of features for LSTM network models have
not been considered in the literature up until now.

The LSTM network model is employed within this research in order to estimate if it
is a good time to open a trade or it is better to idle. During the data transformation part, a
huge amount of features are extracted from the limit order book and dealing with a large
amount of various types of data has become an important challenge in computer science
in recent years (see [47] and [27]). These extracted features describe market behavior. In
this research, seven groups of features are chosen from the set of all features by employing
proposed selection criteria. To evaluate the performance of the proposed LSTM network
model when fed with the different groups of features several relevant metrics can be used.

In order to be able to better express and make objective decisions about the efficiency
of the proposed method for feature selection, we incorporated multicriteria optimization,
which has become used with its software support in various applications (see [16]). Be-
sides the fact that choosing the most reliable set of features is multi-layered problems, the
trades are occurring very fast and decisions need to be made quickly. Therefore, an intel-
ligent approach for selection is necessary to make quick and precise decisions in order to
capture opportunities. Further, multicriteria optimization enables to improve the quality of
decisions, and it allows the decision-maker to point out the preference of one alternative
over the other ones compared with several arguments. Therefore, to make a reliable finan-
cial decision and to evaluate opportunities and investments, financial intelligence needs
to be utilized, see [22] and [8].

We start our paper with a brief introduction of the theory that stands behind the LOB
concept, which is important for the research presented in this paper. After that, in Section 2
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we describe the dataset which is used for our research. Then, new features based on the
support/resistance zones are introduced in Section 3. In Section 4 we introduce criterion
with the respect which we group features. Section 5 contains a multicriteria approach
needed in this research and basics on the used method. Moreover, the results are presented
in Section 6. Final conclusions and prospective work are given in Section 7.

1.1. A short review of a mathematical description of the Limit Order Book

The main job of the limit order book is to record all incoming and outgoing orders. The
Limit Order Book is defined on a discrete price grid, where every grid’s point models a
price level, see Fig. 1. The minimum distance between two price levels is called a tick. On
the ASK side the orders that need to be sold are placed, while on the BID side the orders
that need to be bought are placed. The minimum price at the moment t on the ASK side,
denoted by P at , is named the best ask price, while the maximum price at the moment t on
the BID side, denoted by P bt , is called the best bid price.

Fig. 1. Snapshot of the NASDAQ limit order book for AAPL stock symbol for 5 levels
at 09:28:47am (on the 20th Februar 2015). On the bid/ask side are placed outstanding
buy/sell orders (gold/blue), and the best bid price is $128.63 with volume of 500 shares,
while the best ask price is $128.64 with volume of 600 shares.

The difference between the best ask and the best bid price is called the quoted spread,
i.e.:

QuotedSpread = P bt − P at .
The mid-price is defined as a arithmetic average of the best bid and best ask price, i.e.:

MidPrice =
1

2
(P bt + P at ).
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An detailed mathematical explanation of the limit order book (LOB) can be found in
Section II in [19].

The study of the limit order book dynamic is crucial for the financial world. The
modeling of the next price-flip event in limit order book using the ability of the RNN
is presented in [15]. In [12] a continuous-time stochastic model for the limit order book
dynamics, which extracts key empirical properties of the LOB is established. Considering
the volume of the LOB at different distances to the best ask price authors in [1] derived the
mid price diffusion limit. In [24] authors introduce a two-sided limit order book stochastic
model and prove the limit theorem when the tick size is converging to zero. A framework
for manipulation in a computational model of a limit-order book, which emphasis in-
formation asymmetry between buy and sell makes profitable manipulation possible, was
presented in [46].

Our research is based on the real market data from the past, more precisely on the high-
quality online limit order book data tool Lobster3, which replicates the entire NASDAQ
Stock Market (the second largest exchange in the world) from the 27th of June 2007 up
to the two days ago from the current day. Although in [25] the LOBSTER reconstruction
approach is presented, in order to extract essential structures from the limit order book
for our research we have used our customized data processing reconstructor which is
presented in the next section. Moreover, since we are working with a huge data set, to
process data we have used a processing engine supported by an advanced technology,
which is explained in the [40].

2. The market data summary and data processing reconstructor

For each trading day and for each selected ticker (e.g. AAPL which stands for Apple,
MSFT which stands for Microsoft Corporation, etc.) LOBSTER has ’orderbook’ and
’message’ file. The ’orderbook’ file has information on the Price and Volume up to the re-
quested number of levels. The ’message’ file contains the following columns: time (repre-
sents the time when an event has occurred), type of the event (submission of a new order,
cancellations, deletions of an order, execution of a visible order, execution of a hidden
order, trading halt), order ID, size of the order, price, direction of the trade (sell/buy).

We define a market data vector xt at a time point t, which contains market data fea-
tures, i.e.:

xt = (bidLevel1, bidV olume1, askLevel1, askV olume1, bidLevel2, bidV olume2,
askLevel2, askV olume2, . . . , bidLeveln, bidV olumen, askLeveln, askV olumen,
Time, EventType, OrderId, Size, Price, Direction).

Note that the limit order book is continuously evolving, so the vector xt+1 is derived
from the type of the event that is compressed in the vector xt.

Stock markets are producing a huge amount of data and there are over a million events
for each stock symbol data in one trading day. Therefore, to avoid working with a vast
amount of data, and in order to extract relevant features from the limit order book, we
employ the data aggregation with respect to the 3min interval. During the 3min interval
aggregation, more features are extracted, such as a number of canceled limit orders, a
number of executed limit orders, open price (price at the beginning of the interval), close
price, maximum price (during that interval), etc.

3 Lobster academic research data. https://lobsterdata.com.
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Furthermore, we compute the set of standardly known technical indicators in order
to get more features describing market behavior. Since, there are various factors that
have an influence on the stock market, using adequate technical indicators is important
in achieving good forecasting results, see for example [49]. For a comprehensive de-
scription of the technical indicators and their use see [34], [10] and Table 2 in [49].
Note that these technical indicators are computed using an open source library ta-lib4.
At this stage, for each timestamp t the data vector x̃t (enhanced vector xt) contains
features extracted from the LOB shape (e.g. Volume at each price level, number of ex-
ecuted trades, Open Price, Maximum Price, etc.) and technical analysis indicators (e.g.
Bollinger Bands, moving average). Now for a particular trading day d, we have a dataset
Dd = {x̃t|0 ≤ t ≤ bduration of a trading day d in s180s c}.

The goal is to classify vector of market data x̃t into the one of the labels from the
set S+ = {buy, idle}, if we consider semi-strategy emitting buy signals, or from the set
S− = {sell, idle}, if we consider semi-strategy emitting sell signals. Considering a semi
strategy emitting buy signals, we examine whether from given vector x̃t every subsequent
vector x̃t+1, reach certain profit until the end of the day, with only exposing ourselves
to a certain risk. Thus, the main idea is to see if each point reaches the desired risk-
reward ratio (RRR), and to assign the label to each vector with respect to the Boolean
function: 1 if the buy order should be issued, and 0 if it is better to idle. The particular
algorithm is presented in the Appendix (Algorithm 1). Note that it is based on the same
idea as Algorithm 1 in [40] and Algorithm 2 in [41]. In order to label our training set
for this research, we have run the Algorithm 1 with the following values: REWARD =
0.08 and RISK = 0.04. The aforementioned data transformations extract features of
interest and prepare data set as needed of our research. Note that [40] contains plain,
but similar, concepts of the presented data transformation reconstructor. More precisely,
the data lapsing transformations are employed in [40] and therefore other features are
extracted. Also, in [41] a similar data reconstructor is used and further features based on
the Fourier transformations are extracted.

3. Support-Resistance zones based indicators

In this section, we propose an algorithm that estimates support-resistance zones.
The support and resistance levels are often applied for short-term financial market

forecasting. For example, the predictive power of support and resistance levels for intra-
day exchange rates are presented in [36].

Our algorithm takes any of the prices as the input. Be it open price, close price, or
eventually the price level of a limit order book, such as the best bid price, the value of the
third bid level, etc.

Let the window Windex be the window containing all the points found in the daily
price series between the indexes index - WINDOW SIZE to index, where index is the cur-
rent position of the iterator in a daily price series. We define the upper / lower bound line
as a line which approaches the data contained in the windowWindex from the top/bottom,
such that the absolute distance between points contained in theWindex and the line itself
is minimal and there is no point touching the line. Each of the respective lines can be

4 Ta-lib: Technical analysis library. https://www.ta-lib.org/
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described by two parameters slope and offset, i.e.:

yupperbound,x = slopeupperbound,x ∗ x+ offsetupperbound,x,

ylowerbound,x = slopelowerbound,x ∗ x+ offsetlowerbound,x,

where x stands for the index within the windowWindex and yupperbound,x and ylowerbound,x
are the predicted bounding lines at that index. For a given window size, for each level and
for amount of points N in a single trading day series, we extract slope and offset in order
to describe the behavior of the support/resistance over time. However, we also need to
identify the strength of such a zone. We define this to be a percentage of total points con-
tained in a windowW which falls into the distance no more than d > 0 from a respective
line. Let i be the current index in the interval [index - WINDOW SIZE, index]. A point
wi ∈ Windex is called a challenger if a distance between the point and the bounding line
is less than 100 ∗ C percents of the bounding line value, where C ∈ [0, 1]. So to define
the resistance strength Rs as the relative proportion of challengers when compared to the
whole window size, i.e.:

Rs,index =
|{wi ∈ Windex : wi ≥ ((slopeupperbound ∗ i+ offsetupperbound)× (1− C)}|

|Windex|
,

where C is the constant controlling the size of the band which if exceeded shall be
considered as a challenger of the resistance zone.

For the support zone, we can proceed similarly:

Ss,index =
|{wi ∈ Windex : wi ≤ ((slopeupperbound ∗ i+ offsetupperbound)× (1 + C)}|

|Windex|
.

A visualization of the bounding lines can be found in the Figure 2. Two green lines
represent the currently chosen window. The yellow line represents fitted upper bound
and the blue line represents fitted lower bound. Apart from extracting slopes, offsets and
strengths for each line we also extract the angle between the upper and lower bound. If the
lines are diverging (i.e. they have intercepted one another prior to the currently evaluated
index i), then the angle is kept positive. If the lines have not intercepted one another before
currently evaluated index i (as seen in the Figure 2, the second green vertical line depicts
currently evaluated index i - intersection occurs after it) we set the angle to the negative
value. In order to compute the angle we compute the direction vectors du,dl for each of
the lines (yupperbound and ylowerbound). Furthermore, we apply the well known equation
to extract the angle itself:

cosα =
du · dl

|du| · |dl|
.

We extracted our support/resistance (SR) based features from all the limit order book
level prices (ask / bid) - we work with the data of depth five. In Figure 3 we provide mutual
information values computed for the SR features extracted from the Ask 1 level prices.
As a reader can note, these features provide significant mutual information with the close
price. Since there is a low correlation between support/resistance (SR) based features and
features extracted in Section 2, it implies the fact they shall bring different information
and thus they could nicely encompass one another.

The best performing feature intersecting ys denotes the price value at which the upper
and lower bounding line intersect.
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Fig. 2. Visualization of the upper and lower bounding lines estimating the S/R zones. Red
line depict the price.

Furthermore, we can study the behavior of the same feature when extracted over dif-
ferent limit order book levels to understand which level holds relevant information.

Surprisingly, in some of the extracted features, we experience an increasing portion
of mutual information with increasing depth of limit order book. As can be observed in
Figure 4, the angle of intersection tends to have more information when extracted over
the deeper level and poses linear growth with respect to the depth.

Another feature exhibiting similar interesting behavior is the ′intersecting ys′ feature,
which again shows higher importance with increasing depth level 5.

The observed behavior can be explained by a concept that the deeper level of the
market is usually where the price lands if a change starts. This means that if there is
a significant market movement theoretically the fifth level might become the first level
value in the future and thus there is higher mutual information.

4. Proposed methodology

4.1. Motivation

During the data transformation part, we extracted features from the LOB and we enhanced
that set with technical indicators. Furthermore, we included the new features based on the
support-resistance zones, and thus there are nearly 3800 features. Since there is a huge
number of features for each timestamp, if we plug all of them in the LSTM model, the
model tends to over-fit. Therefore, feature selection is important for the model to perform
well. But from such a large amount of possible features that could be extracted, how
to choose the relevant ones? Considering any feature, the key question here is how to
determine its quality.

Different approaches to perform feature selection have been explored in the literature.
In [26] four different models, based on different feature selection methods, which use
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Fig. 3. Mutual information of the support / resistance zone based features for the level 1
prices on the ask side.

fifty-five technical indicators as input variables to predict the direction of the price, were
compared. Moreover, hybrid Artificial Neural Network (ANN) models were employed
in [18] to choose technical indicators that are relevant to determine stock market price
direction. Feature selection processes have been applied in various fields. The authors in
[4] aimed of this research is to develop a Majority Vote based Feature Selection algorithm
(MVFS) to identify the most valuable software metrics and the thorough experiments
showed the ability of the proposed method to find out the most significant software met-
rics that enhance defect prediction performance. On the other hand, the authors in [30]
analyzed the correlations among different commodities sales to identify interesting pat-
terns to increase cross-marketing quality.

4.2. Basic measures used in the paper

Here, we mention two measures used in the following of the paper.

Mutual Information The mutual information (MI), also known as the information gain,
of two random variables is a quantity that measures the amount of information about one
random variable which is communicated with another one.

Formally, the mutual information of a pair of two random variables X and Y with
values in X and Y respectively, with the joint distribution pX,Y and the marginal distri-
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Fig. 4. Mutual information of the angle of ’intersection’ feature when computed over
different limit order book levels.

Fig. 5. Mutual information of the ’intersection Y’ feature plotted over different limit order
book depth levels.

butions pX and pY , is calculated by the formula:

I(X;Y ) =
∑
x∈X

∑
y∈Y

pX,Y (x, y) log
pX,Y (x, y)

pX(x)pY (y)
.

For a deeper theoretical overview on a mutual information we refer the reader to [44].
Furthermore, a comprehensive overview of feature selection methods based on mutual
information is stated in [45].

Autocorrelation Autocorrelation measures a correlation of a signal with its lagged version
over different successive time periods. Informally, it is a degree of similarity between a
signal’s present value and its former values.

4.3. Feature groups

In this paper, two assumptions have been made in order to perform feature selection. We
assume that a feature with higher autocorrelation is more powerful when it comes to clas-
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sifying the market data vector into the label than a feature having lower autocorrelation.
Another assumption is that a feature that has higher mutual information with close price
contains more information than a feature with lower mutual information.

Therefore, we construct two lists with features, which are sorted descended, one with
respect to feature’s autocorrelation and one with respect to the feature’s mutual informa-
tion with the close price. Moreover, we use also the initial list of all features. These three
different lists correspond to the column named list of features Table 1, while in the last
column the selection method was presented. The first group of features was selected com-
pletely randomly from the set of all features. For other groups, we employ more interest-
ing selection criteria: if two features A and B have the absolute value of cross-correlation
higher than α = 0.7, we choose one which is higher in the list. More precisely, from the
set of all features in the lists, sorted descending, we choose features with the highest value
(autocorrelation or mutual information) such that each pair of selected features have the
absolute value of cross-correlation less than 0.7. We measure cross-correlation with re-
spect to Pearson’s and Spearman’s correlation coefficient, which measures the degree of
linear and monotonic correlation between two signals respectively. The list of features for
the construction of group 7 was randomly sorted before the selection method was applied.

To summarize, we constructed seven groups of 200 features each and the construction
method of each group is presented in Table 1. We compare the performance of the model
fed with the features from the aforementioned groups.

For this research, seven different datasets (one per each group of features) were pre-
pared. In order to perform LSTM, each dataset is split into three separate parts: for the
training, for the validation and for the testing phase. The first one needs 60% of the data,
while validation and testing use 20% each. The data for the testing phase is not visible
during the training phase and then the confusion matrix is calculated.

Table 1. The lists of features and selection methods for all seven considered groups of
features

list of features selection method
Group 1 ALL Random
Group 2 mutal information cross corr Pearson
Group 3 autocorrelation cross corr Pearson
Group 4 ALL cross corr Pearson
Group 5 autocorrelation cross spearman
Group 6 mutal information cross spearman
Group 7 ALL cross spearman

5. Multi-criteria optimization for choosing optimal group of
features

Please note that none of these groups leads to high classification accuracy. That is com-
pletely expected due to the specific behavior of the stock market, i.e. a lot of noise present
in the data.
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However, we aim to compare the performance of the model when fed with different
groups of features. The confusion matrix (see [34]) is one of the most used metrics to
measure the performance of classification based supervised learning models. Two widely
used metrics (e.g. see Section 4 in [49]) are precision and recall, defined as presented with
equations (1) and (2).

precision =
truepositive

truepositive+ falsepositive
(1)

recall =
truepositive

truepositive+ falsenegative
(2)

These two metrics are different in a way that precision calculates how accurate the
model is in a sense how many of the predicted positive are actual positive, while recall
measures how many of the actual positives are predicted to be positive. Thus, precision is
an adequate measure to use when the cost of false positive is high, while recall shall be
used when the cost of false negative is high. In this research we also use an interesting
measure, a function of precision and recall, called Fβ score (Eq. (3)). In addition to the
widely used F1 score, which is employed when both precision and recall are equally
important, commonly used ones are F0.5 and F1.5. F1 score is a very convenient measure
if we want a balance between precision and recall (see [34]). Note that the more we
decrease β, the more we prefer precision over recall. Conversely, the more we increase
x, the more we favor recall over precision. Note that as more we decrease β we prefer
more precision over recall, and vice versa. The Fβ-measure with a smaller β value, such
as the F0.5-measure, is utilized when more weight is put on precision, and less weight
is put on recall, i.e. when minimizing false positives is more important than minimizing
false negatives. Therefore, the F0.5-measure is used in order to increase the importance
of precision and decrease the importance of recall. On the other hand, Fβ-measure with β
value higher than 1, such as the F1.5-measure, is utilized when slightly more attention is
put on recall, and less is put on precision. Thus, theF1.5-measure is used when minimizing
false negatives is more relevant than minimizing false positives, i.e. when more attention
is put on raising the importance of false positives rather than false negatives. An example,
usually found in the literature, is the F2-measure. However, in this research, the focus was
to just slightly increase the importance of recall over precision and thus, the F1.5-measure
is used.

Fβ = (1 + β2) · precision · recall
(β2 · precision) + recall

(3)

There is no alternative optimizing all the criteria (precision, recall, F1, etc.) at the
same time, but there are many approaches within multicriteria optimization that can be
used for problems having multicriteria nature. More on multicriteria decision analysis
can be found in [20]. The enhanced concept of a confusion matrix, which evaluates the
performance of a trading strategy was established in [14].

In order to choose the optimal group of features, a multi-criteria decision-making
methodology, namely PROMETHEE (Preference Ranking Organization Method for En-
richment Evaluations) method, was used. The basic version of the PROMETHEE was pre-
sented in [5], while a comprehensive literature review on methodologies and applications
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of the PROMETHEE family can be found in [3]. Various versions, numerous modifica-
tions and additions of the PROMETHEE method have been applied to many problems. In
[33] authors used PROMETHEE II to employ a multicriteria evaluation of the statistical
and machine learning classifiers for financial decision making.

In this paper, calculations regarding the PROMETHEE method are performed by us-
ing the academic version of the Visual PROMETHEE software5. We formulate a new
multicriteria problem with 7 alternatives/actions (which corresponds to the aforemen-
tioned groups from Table 4.3) and 5 criteria (precision, recall, F1, Fβ for β = 0.5, Fβ
for β = 1.5). Six different preference functions were proposed in [5]. In this research,
the V-shaped preference function was used for all the criteria due to its simplicity and
compatibility with the used criteria.

For determinations of weights (relative significance) of each criterion in practical ap-
plications of multicriteria optimization various methods can be used depending on the
type of the problem, its structuredness as well as the knowledge and experience of the de-
cision maker. A systematic review of the possible methods is given in [35], which can be
used as an instruction for an adequate selection of methods for setting the criteria weights
in practical applications of multicriteria optimization. One of the presented methods is the
Delphi method, which is used in this paper in order to set up the weights of each criterion
according to the assessment of the experts in order to obtain the realistic and objective
model of the analyzed problem. The Delphi method is based on systematic and organized
acquiring and processing of data obtained by the individual predictions given by a small
group of experts in order to obtain the mean value from a series of questionnaires (see
[13] and [31]). The basic concepts can be found in [42]. Today, this method has many
modifications depending on the application, see [28], [29], etc. The simplicity and wide
range of application of the Delphi method are based also on the fact that it is suitable to
perform this method to tackle the problems that are not structured in a precise way, as well
as due to the availability of software support for this method [28]. It can be used for the
problems where there is no available data that is relevant and precise enough to perform
further research without the usage of experts’ assessments, e.g. for setting the weights
for multicriteria optimization problems. In this paper, according to the results obtained
by using the Delphi method, the system with five different criteria is formulated and the
problem is solved for three different variants of weights.

6. Results

To perform the PROMETHEE method, the presented seven different groups (actions) and
five presented criteria were entered into the Visual PROMETHEE software, as presented
in Fig. 6. The values for all criteria for each action were calculated and entered into the
table (see Fig. 6), and the software colored the best values for each criterion in green,
while the smallest value for each criterion is in red. Moreover, the software calculates ba-
sic statistics for each criterion, e.g. minimum, maximum, average and standard deviation.
In order for the PROMETHEE method to be performed, the preference functions had to
be defined. The V-shaped preference functions are used to represent linear preference be-
tween compared alternatives until the threshold value after which preference is set to one.

5 http://www.promethee-gaia.net/academic-edition.html
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The threshold value is set to 0.05 according to standard deviations of the values for each
criterion.

Fig. 6. Inserting data into the Visual PROMETHEE software.

An important aspect of multicriteria optimization is stating the importance/weights
of each criterion. When all criteria are equally important, weights for all five criteria are
set to the same value, i.e. 0.2, the result flow table is presented in Fig. 7. This table also
contains the positive and negative outranking flow (denoted as Phi+ and Phi-), as well as
calculated net outranking flow (denoted as Phi), which represents the balance between the
positive and the negative outranking flows (see [20]). It can be seen that the best option
is action number 5, while the worst one is action number 1. Therefore, an illustrative
representation of the resulting order of groups can be seen in Figure 8.
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Fig. 7. The result flow table for weights (0.2, 0.2, 0.2, 0.2, 0.2)

Fig. 8. The diamond representation of results for weights (0.2, 0.2, 0.2, 0.2, 0.2)

Moreover, it is interesting to investigate the significance of sensitivity analysis in as-
sessing how different weights (relative significance) of each criterion affect the results. In
this research, we were specifically interested in changing weights of two criteria: preci-
sion and recall. In order to perform the comparison, the results are found for the situation
when the precision has weight 0.4, while others have 0.15. The result flow table for this
situation can be seen in Figure 9, while the diamond representation is represented in Fig-
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ure 10. The best alternative is still the action number 5. Thus, we can say it stays stable
when we increase the significance of the precision criteria from 0.2 to 0.4. The second
best option is now number 6.

Similarly, the results are found for the situation when the recall has weight 0.4, while
others have 0.15. The result flow table for this situation can be seen in Figure 11, while the
diamond representation is represented in Figure 12. The action number 5 is still slightly
better than the second best option. However, there is a change at the end of the table,
and the action number 4 is considered the worst according to these weights of criteria, by
being slightly worse than the action 1.

Fig. 9. The result flow table for weights (0.4, 0.15, 0.15, 0.15, 0.15)

Also, we suggest that not only the price as a source of the signal shall be investigated,
however respective limit order book levels born significant informativeness too. Further-
more, some of the features extracted out of simple support/resistance zones turned out
to have an interesting property - the deeper the limit order book level is, the higher the
informativeness (mutual-information) when predicting the target variable.

7. Conclusion and future work

In this paper, the performance of the model based on LSTM to predict profitable trades
was investigated when fed with different features extracted from the LOB data. To per-
form that, a good feature selection approach had to be employed. Among presented
seven variants of feature selection methodology, in order to choose the most suitable
option with respect to the five proposed criteria a multicriteria optimization technique
(i.e. PROMETHEE method) was performed. Moreover, it was investigated what happens
when different values for the relative significance of the proposed criteria are used. The
best feature selection strategy was shown to be the strategy that produced the group that
consists of the features having high autocorrelation, which are pairwise not monotonically
correlated in the sense that each pair of features has Spearman’s correlation coefficient less
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Fig. 10. The diamond representation of results for weights (0.4, 0.15, 0.15, 0.15, 0.15)

than α = 0.7. This confirms our initial assumption that features that have higher autocor-
relation hold more information. Note that group number 5 stayed the best even when we
changed the significance of the precision and recall, meaning that this is the best option
even when the cost of false positive high and when the cost of false negative high.

Future work will be continued in several directions. We will try to introduce some
new features in order to explore how that would affect the proposed model and decision-
making method’s results. On the other hand, we want to use other multicriteria optimiza-
tion methods.
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Fig. 11. The diamond representation of results for weights (0.15, 0.4, 0.15, 0.15, 0.15)

Fig. 12. The diamond representation of results for weights (0.15, 0.4, 0.15, 0.15, 0.15)
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8. Appendix

Algorithm 1 Sweep forward algorithm labelling the desired trades
Input: Dd,RISK, REWARD
Output: D∗

d - the labelled data set
1: D∗

d = None
2: for t = 0 to |Dday| do
3: tPrice = getPrice(Dd[t])
4: stopLoss = tPrice · (1−RISK)
5: targetReward = tPrice · (1 +REWARD)
6: xt = Dd[t]
7: labelled = False
8: for subsequent t = t to |Dd| do
9: currentPrice = getPrice(Dd[subsequent t])

10: tempStopLoss = currentPrice · (1−RISK)
11: if (tempStopLoss > stopLoss) then
12: stopLoss = tempStopLoss
13: end if
14: if (currentPrice < stopLoss) then
15: D∗

d.append(labelAsIdlePoint(xt))
16: labelled = True
17: break
18: end if
19: if (currentPrice > targetReward) then
20: D∗

d.append(labelAsBuyPoint(xt))
21: labelled = True
22: break
23: end if
24: end for
25: if (labelled == False) then
26: D∗

d.append(labelAsIdlePoint(xt))
27: end if
28: end for
29: return D∗

d
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