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Abstract. Visual codes play an important role in automatic identification, which became an inseparable part of industrial processes. Thanks to the revolution of smartphones and telecommunication, it also becomes more and more popular in everyday life, containing embedded web addresses or other small informative texts. While barcode reading is straightforward in images having optimal parameters (focus, illumination, code orientation, and position), localization of code regions is still challenging in many scenarios. Every setup has its own characteristics, therefore many approaches are justifiable. Industrial applications are likely to have more fixed parameters like illumination, camera type and code size, and processing speed and accuracy are the most important requirements. In everyday use, like with smartphone cameras, a wide variety of code types, sizes, noise levels and blurring can be observed, but the processing speed is often not crucial, and the image acquisition process can be repeated in order for successful detection.

In this paper, we address this problem with two novel methods for localization of 1D barcodes based on template matching and distance transformation, and a third method to detect QR codes. Our proposed approaches can simultaneously localize several different types of codes. We compare the effectiveness of the proposed methods with several approaches from the literature using public databases and a large set of synthetic images as a benchmark. The evaluation shows that the proposed methods are efficient, having 84.3% Jaccard accuracy, superior to other approaches. One of the presented approaches is an improvement on our previous work. Our template matching based method is computationally more complex, however, it can be adapted to specific code types providing high accuracy. The other method uses distance transformation, which is fast and gives rough regions of interests that can contain valid visual code candidates.
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1. Introduction

Item identification using visual codes is popular in our everyday life, and there are several methods available for the process to be fast and reliable. The retrieval of the embedded data takes place in two steps. First, we have to find the visual code object within the acquired sensor data or image (localization step), then we have to use the symbology of the code and recognize the embedded data (decoding step). Decoding is widely studied,
so we can use many approaches from the literature [8,10,19,23,27], or public APIs like the ZBar library.

It should be emphasized that decoding is far more straightforward, while the issue of localization is similar to object recognition and is still not fully solved. For localization of the code object, most algorithms use segmentation techniques with different features. Several applications simply ignore the localization step by adding a fast rotating laser that scans in many directions. Also, false positives are not acceptable, but the checksum digit (barcode) and the error correction (QR code) make false positives very unlikely in practice.

Visual codes are not meant to be readable for humans, they are decoded by specific devices. The most popular 1D barcode subtypes are the EAN-13 and UPC standards. These are widely used in commerce, like on wrapping of products, and they help quickly obtain the information on e.g. the producing country, types of entities of products. The flow of information is greatly boosted using visual codes, which provide decoding of the embedded data by electronic devices. Some types include features that also help their localization. The traditional 1D barcode structure is simple: a sequence of parallel light and dark bars of varying thickness represent information. The literature sometimes refers to 2D codes as “barcodes”, however, they do not necessarily consist of “bars”. They carry the embedded data along two axes, and their most popular types are QR code and Data Matrix. Some 1D and 2D codes are presented in Fig. 1. In addition, these classical visual codes can also be produced in a way that they become unique and thus can be used to validate originality or authenticity. For example, in our previous work [14], we focused on automatic localization of glitters used as a certain kind of Natural Feature Identifier (NFI).

Fig. 1. Popular barcode types (from left to right). Top row (1D codes): Code39, Codabar, Code128, UPC-A; Bottom row (1D codes, 2D code): UPC-E, EAN-8, I2of5, QR code.

The use of visual codes has a reputation of more than 50 years, however, in the past, the localization process required many conditions to fulfill. The first barcodes were in a fixed position on railway trucks and were read by a fixed sensor gate. As technology progressed, PoS terminals appeared, still requiring human intervention to perform code reading. In the ’70s, new algorithms have been developed that could localize codes having various orientation and position within the image. The first approaches were very simplistic, they imitated the laser scanners of the barcode reading device. From the ’90s, machine

\[1\] publicly available at http://zbar.sourceforge.net/
learning provided some more sophisticated solutions for the issue. Methods providing automatic code localization are usually slower, but more accurate than their predecessors. Accuracy and processing speed are conditions that can hardly be fulfilled simultaneously, and most approaches aim to find a balance between these. Some machine learning algorithms make an exception, and they are capable of a quick evaluation after a significantly slower learning process, provided that the features can be computed efficiently and there is sufficient amount of training data available.

In industrial applications, accuracy is more crucial, since missed codes may lead to loss of profit. In those cases, speed is a second desired attribute, while in smartphone applications accuracy is not as critical, because the user handles the device interactively, and repetition of the image acquisition is possible and relatively easy.

There are numerous methods for the localization of visual codes in digital images, some imitating the classical laser scanner. Adelmann et al. [1] introduced a barcode recognition and information system to detect and read EAN-13 barcodes. This system works as a mobile application and traditional and widely used. After some preprocessing steps, Ohbuchi et al. [18] used a scanline based procedure to detect QR and EAN codes.

The toolkit of mathematical morphology has been used in many approaches in the literature. Bodnár et al. explained that using simple detectors [4] such as combination of different morphological operators and distance map to detect barcodes efficiently. Furthermore, texture analysis [3] can also achieve great efficiency. Similarly, Katona et al. [12] showed a method that relies on simple morphological bottom-hat filtering after a pre-processing step that highlights the bars of the barcode. Later in their work [13], they used simple features to localize a barcode areas. A distance map based approach was used as an extension of this process to merge split regions, which improves accuracy. Those regions, for example, arise from bad illumination, or flaws of the barcode material. Lin et al. [17] demonstrated a fast and effective method that can simultaneously detect 1D and 2D barcodes. Their method is based on a modified run length smearing algorithm. Kong [15] defines regions of interests that may contain QR codes in synthetic images with the mix of Harris corner detector and convex hull. In addition, they recommended a solution to correct for geometric distortion. Belussi et al. [2] introduced a machine learning method that is based on the locator pattern of the QR code. They proposed a cascade of weak classifiers using features from the Haar wavelet family. Although it is fast, it provides a noticeable amount of false positive code candidates. Bodnár et al. [6] proposed an improvement on that, using LBP and HoG features as an extension of the training step on the full code object. Sóros et al. [20] aim to localize 1D and 2D code using edge and corner maps, even considering the saturation channel in HSV images. Their algorithm is optimized on images suffering from heavy directional smoothing [21]. The method has high accuracy, in cases however, where the code object is surrounded by text, their approach provides oversized bounding boxes. Text filtering can help get rid of this problem, considering the surrounding text as a priori information. Szentandrási et al. [22] also work with edge and corner maps and HoG features. Their method works locally on square image cells, similarly to convolution. This approach enables parallel execution and it is also highly accurate.

Yün et al. [28] introduced an orientation histogram-based method. They used a histogram to the principal orientation components from the entire image and calculate the local entropy of the orientation to generate a saliency map. Bodnár et al. [5] presented
a method based on distance transformation. The algorithm also considers local image blocks and evaluates the distance map of the edge map. It takes into account the mean and standard deviation of the distance values within each block, then makes a binary decision whether or not the block contains a barcode part. While this feature can be computed efficiently, it has weak classification power, therefore it is not sufficient for use alone for the localization step. In their work, the authors tried to overcome this attribute using morphological operations.

Many recent papers use machine learning methods to solve various image processing problems. Hansen et al. [11] used a deep learning object detection algorithm, namely You Look Only Once (YOLO) model. Their network is based on a pre-trained Darknet19 model with 6000 epochs. The most common architecture for semantic segmentation is the U-net that has different variants for each task. Ventsov et al. [26] divided the input image into 128×128 blocks, extracted statistical characteristics for each block and trained a convolution neural network. A Region-based Convolutional Neural Network (R-CNN) model was proposed by Ban et al. [25] for detecting diversified barcodes under complex scenes. They used for experiments two pre-trained model, ImageNet and VGG16.

In this paper, in Sec. 2.2, we present an improvement to this latter approach, giving a feature that can also be computed using the distance map and it also considers direction information. Also, instead of using only statistical values, we propose to use the whole distribution vector and make the final decision with SVM. The feature is computed locally, and in the final step, the accuracy is further improved by processing the feature matrix. This shows good performance for 1D codes, but on 2D codes, it is not sufficiently accurate. We also present two algorithms based on template matching, one suitable for efficiently localizing 1D barcodes (Sec. 2.1), and the other suitable for QR code detection (Sec. 2.3).

2. Methods

Although the imaging quality of recent digital cameras is high, lower quality images may be acquired as well due to various circumstances, such as dust, humidity, shaking of the camera in low-light situations. Due to this, preprocessing of the input images is usually necessary before code localization. In this section, we present three barcode detection algorithms. They use different classical operations to find the barcode in the image.

2.1. 1D barcode localization using pattern matching

In this section, we present a novel method for the localization of 1D barcodes based on pattern matching. The overview of the algorithm is presented in Fig. 2, while particular steps are illustrated in Fig. 3 and described below.

During processing, the input images can be of different sizes. We reduce the height of the image to a fixed size of 500 pixels in order to make them more uniform, easier to handle, and make processing faster. Empirical experience has shown that this is the smallest image size where smaller area code regions can still be localized. We did not use color information during the process, so the input RGB image was converted to grayscale. Input images are often blurry, therefore we use sharpening (Fig. 3(b)).
The barcode localization process is based on binary images, so the image is binarized using a global threshold. In our case, this value was 4% of the maximum intensity (Fig. 3(c)). This threshold was chosen empirically, based on the observation that white parts of the code more often fall into the gray intensity range because of dust, cheap quality labels or shapes being present because the packaging does not necessarily use white color for the bright parts of the code. This is not a robust solution, but selecting valid regions from false regions is easier than finding a missing part during a post-processing process. Obviously, a filter step is needed to reduce the number of false regions where different noise, etc., can occur. The shape of the bars of a barcode are rectangular, so we examine the shape of each object. If the shape of the object is not approximately rectangular, we do not consider it as a candidate region. The examined barcodes have a specific structure, so template matching is a possible way to detect the bars of the barcode. The input for pattern matching is illustrated in Fig. 3(d). As barcodes consist of parallel “bars”, the template consists of two parallel lines. Traditional barcodes consist of a plurality of parallel lines, so a similar part of the image may be suitable for template matching. We also know the maximum and minimum distance between bars for each type of code. The template image was selected based on this information.

The process of template matching occurs in the frequency domain using Fast Fourier Transformation. The complexity of template matching in Fourier domain is $O(n \log n)$, where $n$ is the data size. We rotate the template image in every $10^\circ$, up to $170^\circ$, and compute the sum of the pointwise multiplication of the frequency representation of the original image and the rotated template images. $10^\circ$ step was empirically found to be sufficient because the efficiency of this method had its maximum at around $15^\circ$. Thanks to the symmetric nature of the matched template, it is sufficient to examine only the aforementioned rotations. The summarized feature image is then thresholded with the mean of the summarized value.

Next, we use only the center of the objects that are being obtained. Pixels belonging to a specific cluster are well-separable like the bars of the barcode that are close to each other. We used the well-known kNN clustering method to separate connected objects from each other. The set of points from template matching can be well separated, so we have
chosen $k = 3$. To keep valid regions, we use a priori information that a barcode consists of at least 8 bars, so only those clusters are kept that have at least 8 points (3(e)). The complexity of kNN is $O(ndk)n$, where $n$ denotes the number of training points, $d$ is the number of dimensions and $k$ is the number of iterations.

We apply morphological dilation on the binary version of the original image, using a $3 \times 3$ structuring element (Fig. 3(f)). We investigate objects between the dilated image and filtered cluster points and we only keep overlapping regions (Fig. 3(g)). In order to determine the whole barcode region, we use morphological opening with a square-shaped structuring element. The size is defined based on the maximal distance between the stripes, which provides that every barcode will have its own connected region (Fig. 3(h)). The complexity of morphological operations depends on the used operator.

2.2. Barcode localization using distance transformation

The proposed algorithm is based on a feature derived from distance transformation. First, the Canny edge map is produced, then distance transformation is performed, where every
point gets the distance value from its closest edge point. During this computation, we propose to also register the angle of each corresponding edge point, which reinforces the feature.

A priori information is needed regarding the element size of the visual code. “Bar thickness” of the barcodes may vary with respect to the distance of the code object and the camera, however, a range can be given for the expected thickness of the bars. Typically, the thinnest bar of a barcode is 1–3 px, while the thickest is 5–15 px wide in a case where the data is reasonably retrievable. With QR codes, typical element size is 5–30 px, regarding public code databases.

We propose to work on the brightness channel of the color space (V in HSV or L* in L*a*b*). As a preprocessing step, contrast stretching is performed and Gauss smoothing is applied, with a kernel size depending on the image resolution and expected bar thickness. For the aforementioned case, a 3×3 or 5×5 kernel is appropriate. After smoothing, the Canny edge map is produced as the hysteresis thresholding of the Sobel’s x and y gradients. The method greatly helps localization because it produces thin, connected edges. Those edge points are the marked points for the distance transformation. We also calculate the direction to the closest corresponding point. This approach produces similar “zones” like the Voronoi diagram (Fig. 4).

The feature image is divided into disjoint square blocks as the next step, then we calculate the distribution of the distance and angle values, aggregated in a predefined number of bins. The two vectors are then concatenated and fed into an SVM that learns a binary classification. Although we could give the raw pixel data to the SVM, it is less efficient than the aforementioned features that take advantage of spatial information. The prediction of the SVM will give an answer to the question of whether or not an image block contains part of a barcode. Such binary value is assigned to each block forming a feature matrix.

In the next step, connected components of the feature image are determined. Components are filtered by size, as barcode bar width gives a range for expected minimum and maximum code size. Those code objects appear as connected components in the feature matrix. Compactness can be calculated as the proportion of the perimeter and area of a blob. The tolerance should be set according to the expected visual code type (bar width and the width-to-height ratio of the specific code). Fig. 5 shows an example for the feature image, its thresholded connected components and filtering by size and compactness.
A rotated bounding rectangle is given for the components that meet the aforementioned conditions. After that, we look for a homography with a properly oriented rectangle having the expected code size and proportions. The decoder gets the rectangular area from the image with the inverse homography applied.

In a previous work [5] the distance transformation was performed block-wise, which means the closest marked point was only searched for within the block. It is more appropriate to do the distance transformation before the tiling because we can also find the closest corresponding points in neighboring blocks and this helps the training process of the SVM. Block size is not relevant for the distance feature itself, however, it should be selected so that most bins of the distribution contain a sufficient number of samples. The rule of thumb for binning declares that \( n \) is a proper choice for the number of bins if we have at least \( n^2 \) samples. According to that, a distribution of 16 bins defines a lower bound of \( 16 \times 16 \) px block size. The upper bound for the block size is related to the code size. In order to successfully detect a code object, at least 15–20 blocks are needed in the feature matrix for a code candidate. Fewer blocks would mean block length being bigger than 25–35 % of the code length along its dimensions, which decreases the occurrence of blocks that are full with code pattern only.

Blocks can be overlapping, but overlapping does not significantly improve the variability (and the learnability) of the distribution, and approximating the process of convolution only increases running time. Summary of the steps can be observed in Fig. 6.

**Fig. 5.** Post-processing steps of the feature image

**Fig. 6.** Steps of the Distance Transform approach
2.3. QR code localization with template matching

In this section, we present a new method for localization of QR codes. The overview is given in Fig. 7 while the particular steps are illustrated in Fig. 8 and described below.

Fig. 7. The QR code localization process

Similarly to the procedure described in Sec. 2.2, we also work with images with specific size during the localization and convert the images to grayscale. In order to highlight the barcode areas, we use standard deviation based adaptive filtering method with $3 \times 3$ neighborhood [9]. The resulting image is heterogeneous, so we used density calculation with a fixed $7 \times 7$ kernel. We calculated the number of object points for every kernel and removed from candidate barcode regions where this value was under the half of the kernel size.

In order to remove false small regions and then merge the connected regions, we apply a morphological opening. The shape of the QR code is ideally a square, so we use a
square shaped structuring element for the morphological operation. Based on empirical observations, we binarize the image obtained in the previous step with the threshold value of 7/8th of the maximum intensity. Since global thresholding is not an overly robust operation, but the bars of the barcode have low-intensity as usual (we supposed that barcode not colorful), so we can eliminate numerous false segments with a low-intensity value when determining global thresholding. In the last step, we validate the code segments by pattern matching. For this, we used a region from the inner box of a QR code as a sample. We do the template matching on the original image and we investigate overlapping with the opened binary image similarly as described in Sec. 2.2. Valid QR code regions are available after the validation step.

3. Evaluation and results

In this section, the proposed algorithms are compared against some effective ones from the literature. Several research groups [8, 12, 20, 24, 29, 28, 11, 26] evaluated their algorithms on the WWU Muenster data set, therefore we also decided to use that set for evaluation, while the fine-tuning of parameters and some of our other tests were performed on our custom, synthetic image set.

3.1. Test suite and implementation

An artificial test set is created from the barcode examples presented in Fig. 1. One example is selected from each code type, and various distortions and levels of noise are applied. The generated images were rotated from 0° to 180° by 15°. Gaussian smoothing is applied with 3×3 kernel and 6 different σ values. Also, Gaussian noise was added from 0% to 50% with the step of 10%. In total, we created 12 orientations from 8 types of barcodes, using 6 different smoothing and 6 different noise levels, with perspective distortions, counting as cca. 15 000 images. Fig. 9 illustrates some examples from our artificial data set. Furthermore, we used 1056 images of real barcodes from the WWU Muenster data set.

For the test set of QR codes, we used a database consisting of 1400 real images [20], and 10 000 synthetic test images. The latter set is generated similarly to the 1D barcode set. Fig. 10 shows some samples from that data set. The second public database by Dubská et al. contained two similar sets of QR code images, surrounded with text in a scene having low saturation in general. The first set has 410 high-resolution (2560 × 1440 px) images with uneven lighting conditions, high grades of distortion and minor blur. The second test set has 400 low-resolution (604 × 402 px) images with smaller grades of distortion and more even illumination, but having less light in general, thus producing darker images.

3.2. Figures of merit

To measure the efficiency of the algorithms, we compared the overlap of our segmentation output and the ground truth with the Jaccard similarity measure, defined as

\[ J = \frac{TP}{TP + FP + FN}, \]

\(^{2}\text{http://www.inf.u-szeged.hu/~bodnaar/barcode_database/}\)
Fig. 9. 1D samples with different distortions, synthetic (first row) and real images (second row).

Fig. 10. Synthetic and real images with QR code

where $TP$ denotes the correctly detected codes, $FP$ is the number of not valid code regions and $FN$ is the number of not localized codes. Note that, ground truth regions have a tight fitting bounding polygon showing the code object without numbers and "quiet zones" as a border. A successful detection is where $J > 0.5$, according to the work of Szentandrás et al. [22].

### 3.3. Parameters for the distance transformation approach

The fine-tuning of the SVM parameters were performed using a subset of the Muenster database since with 1D cases, the visual structure of the code and the distribution of the angles is more prominent.

As the first step of the evaluation, we examined how SVM accuracy is influenced by the number of bins. We performed separate trainings using only the distributions of
distance values (Fig. 11(a)) and angles (Fig. 11(b)). We can conclude that more than 16 distance classes do not significantly improve accuracy. With angles, 8 classes show the highest classification power.

Also, we examined feeding only a prefix of a distribution of distances or angles, which shows how important the individual bins are. Intuitively, we shall expect that for the distance values, the first few bins are important, because the edge points are close to each other in barcodes, and this characteristic contributes the most to the classification power. Our results confirm this assumption (Fig. 12(a)).

For the directions we shall expect that the elements of the distribution are equally important, so the number of bins is linearly correlated to accuracy (Fig. 12(b)).

We examined the accuracy considering only distance values, only angles, and both distance and angle simultaneously. Results are shown in Table 1. The highest accuracy is obtained when both directions and angles are used for the training.

We also evaluated the training accuracy using a small number of training samples. Results are shown in Fig. 13. The whole Muenster database with a given block size of 50×50 px contains cca. 300 000 input vectors, about 10 % of them labeled as positive. The SVM classes should be weighted according to that proportion. We used 10-fold cross-

![Fig. 11. Efficiency of the Distance Transformation method w.r.t. the number of distance (a) and direction (b) bins]

![Fig. 12. SVM efficiency w.r.t. the used prefix of the distance (a) and direction (b) histograms]
Table 1. SVM training performance for various features

<table>
<thead>
<tr>
<th>input</th>
<th>recall</th>
<th>precision</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>directions only</td>
<td>0.9625</td>
<td>0.9416</td>
<td>0.9893</td>
</tr>
<tr>
<td>distances only</td>
<td>0.8169</td>
<td>0.8978</td>
<td>0.9698</td>
</tr>
<tr>
<td>both dir. &amp; dist.</td>
<td>0.9597</td>
<td>0.9871</td>
<td>0.9942</td>
</tr>
</tbody>
</table>

Fig. 13. SVM efficiency w.r.t. the number of used training samples

validation for validation purposes. The decrease in accuracy at the beginning of the graph indicates that a small number of samples are more separable.

We implemented the algorithm using OpenCV, with the automatic SVM optimizer option. Optimal parameter set means that the error is minimal during the cross-validation. Additionally, it shall be noted that considering the directions along with the distances does not increase running time significantly, because, during the 2-pass calculation of distance values, the directions can also be recorded. Regarding memory usage, the space needed to store the angles is similar to that for the original image.

3.4. Comparison

Our approaches were compared against other algorithms of the literature using the Muenster database as a benchmark. Results are shown in Table 2. Considering the proposed method with distance transformation (PROP-DT, Sec. 2.2), it shall be noted that the earlier method based only on distance values can only be used as a weak classifier, but this improvement with the directions and the SVM trained on the whole distribution makes it a usable state-of-the-art solution. Only the algorithm of Tekin et al. [24] has better mean value, however, with higher variance. For the comparison, we selected algorithms based on various features, like edge and corner maps [20], or deformable templates [8]. Zamberletti et al. [29] work with the popular localization method that is also implemented in ZXing barcode reading framework, while Creusot et al. [7] have an approach that uses MSER. Our template matching based approach (PROP-TM, Sec. 2.1) is even more specific to the barcode localization issue, therefore it shows even better performance than PROP-DT. Hansen et al. [11] reported 0.87 Jaccard value to result in their article, but we
did not use this result in our comparison, because there is some missing information about training parameters, so we were unable to re-implement and evaluate the procedure.

Table 2. Comparison of various localization algorithms on the Muenster data set. (Mean and standard deviation of Jaccard index.) Best performing method is typeset in bold.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>J</th>
<th>st.dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zamberletti et al. [29]</td>
<td>0.6950</td>
<td>N/A</td>
</tr>
<tr>
<td>Creusot et al. [7]</td>
<td>0.7990</td>
<td>N/A</td>
</tr>
<tr>
<td>Gallo et al. [8]</td>
<td>0.7089</td>
<td>0.3542</td>
</tr>
<tr>
<td>Tekin et al. [24]</td>
<td>0.8122</td>
<td>0.2562</td>
</tr>
<tr>
<td>Katona et al. [12]</td>
<td>0.5200</td>
<td>0.2967</td>
</tr>
<tr>
<td>Sörös et al. [20]</td>
<td>0.6647</td>
<td>0.2277</td>
</tr>
<tr>
<td>Yun et al. [28]</td>
<td>0.4716</td>
<td>0.2240</td>
</tr>
<tr>
<td>PROP-DT (Sec. 2.2)</td>
<td>0.8104</td>
<td>0.1944</td>
</tr>
<tr>
<td>PROP-TM (Sec. 2.1)</td>
<td>0.8430</td>
<td>0.1876</td>
</tr>
</tbody>
</table>

Most of the presented methods have the main goal as to highlight the bars of the barcode (gradients calculation, bottom-hat filtering, etc.). The algorithms that are based on simple image operations and logic are examined on the synthetic image database under different conditions. We investigated and found that the procedures are not sensitive to rotation. We also examined the results with different noise and blur levels. In both cases the generated images had 6 different levels for those parameters, modifying the $\sigma$ value of Gaussian smoothing and a $\gamma$ weight for weighted addition of uniform noise to the original image. We present the obtained Jaccard indexes in Table 3. It shows that the efficiency of the procedures is hardly reduced by increasing the level of noise and smoothing. However, in all cases, the methods do not behave significantly differently on ideal cases. We used 8 different codes to generate the images. The procedures were less successful in localization task for these three types (Code-39, I2of5, UPC-E) as shown in Table 4. We also present some qualitative results of the aforementioned approaches on challenging images. See 14 for details.

In the 2D case, we evaluated PROP-DT on the two data sets of Dubská et al. [22], and obtained $J_{set2} = 0.7588$ and $J_{set1} = 0.5592$ as shown in Table 5. This means that distance transformation cannot be used for 2D code localization because of the low level of separability of distance and angle values. However, our template matching approach (PROP-TMQR, Sec. 2.3) with 2D QR codes performed well on the Dubská data sets, with $J_{set1} = 0.8315$ and $J_{set2} = 0.8102$. Hansen et al. [11] published 0.73 average Jaccard value on Dubská sets.

We also compared the results on synthetic images along different blur and noise levels (Table 6).
Table 3. Accuracy of the methods for different blur ($\sigma$ value) and noise levels (in percent) on 1D synthetic images (mean Jaccard index).

<table>
<thead>
<tr>
<th>Blur</th>
<th>Noise</th>
<th>Gallo \cite{8}</th>
<th>Yun \cite{28}</th>
<th>Sörös \cite{20}</th>
<th>PROP-DT</th>
<th>PROP-TM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.74</td>
<td>0.64</td>
<td>0.75</td>
<td>0.83</td>
<td>0.82</td>
</tr>
<tr>
<td>0</td>
<td>30</td>
<td>0.75</td>
<td>0.66</td>
<td>0.76</td>
<td>0.83</td>
<td>0.82</td>
</tr>
<tr>
<td>0</td>
<td>50</td>
<td>0.75</td>
<td>0.65</td>
<td>0.77</td>
<td>0.83</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>0.75</td>
<td>0.67</td>
<td>0.76</td>
<td>0.83</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>0.73</td>
<td>0.63</td>
<td>0.76</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>0.74</td>
<td>0.66</td>
<td>0.76</td>
<td>0.83</td>
<td>0.81</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>0.73</td>
<td>0.63</td>
<td>0.75</td>
<td>0.77</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Table 4. Accuracy of the algorithms for various types of code on 1D synthetic images (mean Jaccard index).

<table>
<thead>
<tr>
<th>Code</th>
<th>Gallo \cite{8}</th>
<th>Yun \cite{28}</th>
<th>Sörös \cite{20}</th>
<th>PROP-DT</th>
<th>PROP-TM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Codabar</td>
<td>0.81</td>
<td>0.71</td>
<td>0.8</td>
<td>0.73</td>
<td>0.87</td>
</tr>
<tr>
<td>Code-128</td>
<td>0.82</td>
<td>0.73</td>
<td>0.83</td>
<td>0.78</td>
<td>0.92</td>
</tr>
<tr>
<td>Code-39</td>
<td>0.57</td>
<td>0.52</td>
<td>0.59</td>
<td>0.84</td>
<td>0.72</td>
</tr>
<tr>
<td>Ean-13</td>
<td>0.82</td>
<td>0.69</td>
<td>0.81</td>
<td>0.85</td>
<td>0.83</td>
</tr>
<tr>
<td>EAN-8</td>
<td>0.81</td>
<td>0.70</td>
<td>0.81</td>
<td>0.91</td>
<td>0.83</td>
</tr>
<tr>
<td>I2of5</td>
<td>0.69</td>
<td>0.6</td>
<td>0.69</td>
<td>0.77</td>
<td>0.72</td>
</tr>
<tr>
<td>UPC-A</td>
<td>0.78</td>
<td>0.66</td>
<td>0.78</td>
<td>0.84</td>
<td>0.80</td>
</tr>
<tr>
<td>UPC-E</td>
<td>0.69</td>
<td>0.64</td>
<td>0.74</td>
<td>0.74</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 5. Comparison of various localization algorithms on the QR synthetic database (mean Jaccard index).

<table>
<thead>
<tr>
<th>input</th>
<th>Ohbuchi \cite{18}</th>
<th>Lin \cite{16}</th>
<th>PROP-DT</th>
<th>PROP-TM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dubska set1</td>
<td>0.79</td>
<td>0.81</td>
<td>0.56</td>
<td>0.83</td>
</tr>
<tr>
<td>Dubska set2</td>
<td>0.77</td>
<td>0.79</td>
<td>0.76</td>
<td>0.81</td>
</tr>
</tbody>
</table>
Table 6. Accuracy of the methods for different blur (\(\sigma\) value) and noise levels (in percent) on QR synthetic images (mean Jaccard index).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.96</td>
<td>0.50</td>
<td>0.77</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.96</td>
<td>0.50</td>
<td>0.77</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.96</td>
<td>0.50</td>
<td>0.77</td>
<td>0.99</td>
</tr>
<tr>
<td>1.5</td>
<td>0</td>
<td>0.57</td>
<td>0.51</td>
<td>0.67</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.52</td>
<td>0.49</td>
<td>0.67</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.49</td>
<td>0.40</td>
<td>0.70</td>
<td>0.75</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.47</td>
<td>0.42</td>
<td>0.65</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.48</td>
<td>0.45</td>
<td>0.65</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.45</td>
<td>0.37</td>
<td>0.64</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Fig. 14. Qualitative results for the compared methods on some challenging 1D images.
Fig. 15. Qualitative results for the compared methods on some challenging QR images.

4. Conclusion

Three novel approaches were presented, two for 1D barcode localization, and one for 2D QR codes. They are compared to algorithms from the literature, some of them being universal (working on both 1D and 2D codes), others specialized for either 1D or 2D. For the evaluation of efficiency, we generated data sets containing a large number of synthetic images. Results indicate that the proposed algorithms are efficient, even in cases where the visual codes suffer from perspective distortion.

Distance transformation was used for barcode localization in [5], however, it only could be considered as a weak classifier. Adding angle information to the feature, accuracy improves significantly. Distance transformation can be used as a standalone feature for the problem, with various code types. The approach also has a disadvantage, namely, it cannot be tuned to consider sophisticated structural details of different code types, like template matching.

In specific cases, when we can define more assumptions on the expected code type, size, or orientation, template matching can outperform general purpose solutions. However, in most applications, we cannot make very specific assumptions. Nevertheless, for some industrial applications, where the code properties fall in narrow ranges, the concept of template matching can be useful. In more general cases, the method based on distance transformation performs well, and it only contains computationally simple steps. Also, template matching might need different templates depending on the code type to find.

The proposed methods can be implemented to run in real time. The methods that use SVM and distance transformation take cca. 250 ms for an image of size 1024x768 px. The template matching based method’s running time is 680 ms for an image in the case of 1D barcodes, and 419 ms for QR codes.
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