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Abstract. A new concatenated digital watermarking system that combines in a se-
rial manner both “holographic” transform domain and image-normalized method
has been proposed and developed. Since the first procedure is resistant to water-
marks removal attacks as cropping of windows, removal of rows and columns and
JPEG compression, and the second procedure is especially robust against geomet-
ric transforms, we get a watermarking system embracing a resistance to the above
mentioned attacks. The image corrupting after concatenated watermark usage and
error correcting codes applying in order to improve a reliability of fingerprinting
application of watermark have been also investigated.

Keywords: Error correction codes, image processing, tracing traitors, watermark-
ing.

1. Introduction

Digital watermarking (WM) is widely used for copyright protection of still images and,
in particular, it is used as fingerprinting. In such situation the owner of some image sales
it legally to a set of users but without authorizing to distribute this product outside of the
buyer set. Unfortunately it may not be the case if some members of the buyer set (be-
coming thus “pirates”) illegally redistribute the product. The owner of the image would
want to recognize the illegal distributors. That can be done if the owner embeds an unique
bit string in every copy of the image known as digital fingerprinting. However, the pi-
rates may try to remove the fingerprints (FP) by performing different (sometimes very
sophisticated) transforms over the watermarked product. The seller should be sure that
it is impossible to extract the FP without damaging the product. There are a lot of WM
which are declared to be resistant to different attacks [2,5,6,11]. A good robustness to
practically all possible transforms has been proposed in [1] but unfortunately it works
only for 0-bit watermarks. In [10], an approach for watermarking embedding that is in-
variant to such attacks as rotation, scale and translation has been proposed but the use
of log-polar transforms results (confirmed by our experiments) to significant distortion
of the cover images after WM embedding. Only a very restricted number of possible at-
tacks are considered in [12]. Hence, the design of WM resistant to a “bunch” of attacks is
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Fig. 1. Equally radius geometry embedding mask.

still urgent. Therefore we consider in the next section some approaches to solve this open
problem.

2. Watermarking based on holographic transform domain

We investigated the Holographic Transform Domain—Based WM in [8], proposed early
by A Bruckstein and T. Richardson [4]. The embedding procedure is performed as:

" =F (W, - F())

where I = (I(z,y)),,, is a grey-level (8 bit) image in an (z,y)-pixel area, W, =
(W (u,v)) ) is an embedding mask,

Wy (u,v) =14 (—1)b5 whenever (u,v) € Sfj,

with (S?j)l_j, (Silj)ij being some collections of selected areas, corresponding to the cho-
sen embedding mask in the frequency area for the (4, j)-th message bit 0 or 1, respec-
tively, € is a depth of embedding, F, F —1 are, respectively, the direct and the inverse
Fourier transforms with £ft-shift operation, and IV = (I (z,y)) (a.y) 18 the re-
sulting watermarked image. The fft-shift operation is a procedure that moves the
zero-frequency component to the center of the array.

In [4] it is used the so called “equally radius” geometry shown on Fig. 1. For such
mask it is possible to embed 120 message bits in the whole image of the standard size
512x512 pixels. The extraction of each of the (%, j)-bits is performed by the following
rule optimal in additive Gaussian noise attack channel:

bij = 5 [L— Sign (B, — B v

N | =
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Table 1. The results of error probability P (in percents) in the extraction procedure after several
different attacks.

H Name of attack |P (%)H
Cropping of window 200 x 200 pixels 4
Cropping of window 170 x 170 pixels 8
Saving in JPEG format with Q@ = 60% 3
Saving in JPEG format with Q = 50% 6
Saving in JPEG format with @ = 20% 25
Saving in JPEG format with Q@ = 10% 30
Addition of Gaussian noise with a variance d = 25 15

where
BYy= " R(ggsy) . be {01},

(4,4)€SY;

(sij)(i o =7F (I) is the array of complex values obtained as the Fourier transform of
the original image I, (qij)(i =7 (I') is the array of complex values obtained as the

Fourier transform of the watermarked image 1", and % is the “real part” operator and the
overline denotes complex conjugation.

Since the knowledge of original image (I(,y)), , is necessary for the extraction
procedure, this method is called an informed decoder.

We tested this WM method in our paper [8] and it has been shown that the quality of
WM-ed image is determined by the depth of embedding €. So, the fidelity of the WM-ed
image is still acceptable for ¢ = 0.05 but indeed unacceptable if ¢ > 0.2. The results of
message extraction for different attacks are presented in Table 1.

This testing shows that although a cropping of small “windows” gives excellent results
as well as JPEG compression with quality factor Q > 60%, further decreasing of the
window’s sizes and a quality of the JPEG compression results in a degradation of the
WM system as well as an addition of a Gaussian noise with variance larger 25. Thus the
claim [4] that such WM system satisfies the required conditions for being resistant against
any attacks is only partly correct. We maintain a good idea proposed at [4] regarding
the holographic transform domain and portioning of decision bit area into two subareas
((S?j)ij, (53;)) in line with the decoding rule (1). But we suggest to modify WM system
in order to improve it.

Firstly, we investigated the probabilities of errors after extraction of bits on different
places into the frequency mask and after different attacks. The results of such investigation
are shown in Tables 2-5.

By observing these tables, we can conclude that there are some bit locations where
the probabilities of errors are unacceptable even if we would use some error correction
codes, while there are some other bit locations where the probabilities of errors approach
to zero. Then the following natural idea arises — let us embed message bits only in such
“cells” of the mask where there appears a moderate number of errors.

The amount of bits which have the acceptable error probability is about 64 and they
are displayed at columns 2-9 at Tables 2-5. This value is not sufficient in order to embed
large amount of information but it may be enough at a scenario of fingerprinting. In such
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Table 2. The probability (in percents) of the (7, j)-th bit error after a JPEG transform with quality
factor Q = 10%.
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Table 3. The probability (in percents) of the (7, j)-th bit error after a JPEG transform with quality
factor Q = 20%.
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Table 4. The probability (in percents) of the (%, j)-th bit error after cropping of window with size
200 x 200 pixels.

[i\4] 1] 2[3[4]5]6[7]8[9][10]11][12]13]14]15]

1{|43|| 9/2|0/1]0|0{1]|0f| O] O| O] 1 3
2(|138|| 1]2|0|0]0(0|0(O|| O] O] O O] 1| O
3||143(|13]0(1{1]|0(1]|0{1|| O] O] O 1| O] O
4|(32|| 3|1{1]|0(1|2|3|2|| 2| 5| 5| 6| 3| 5
5(|46{| 2{1|1{1|1{1|1{1|| 1| 2| 2| 3] 2| 3
6(|25|| 3|1|1{1|0[1|0(0}| 2| O] 2| 2| 1| O
7(|123|| 2{1|1{1]|0{1]|0(0|| O] O 1| O] O O
8||45(| 3(1]|1(0]|0|1|0|0]| O] 1| O] O] Of 2

a scenario, the owner of the product (say some still image) wants to recognize who was
the illegal distributor (the “pirate” in other words). In order to solve this problem, the
owner can embed the unique bit string in every copy sold to legal users, he extracts the
embedded WM (which is called usually the fingerprint) from illegally redistributed copy
and traces the pirate.

Since errors may occur even among the specially selected 64 bits, it is reasonable to
use error-correction codes. We proposed in [8] to use BCH codes [9] of length 63 with
a hard decoding on minimum Hamming distance. The results of simulation (in terms of
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Table 5. The probability (in percents) of the (i, 7)-th bit error after an addition of Gaussian noise
with variance d = 25.
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Table 6. The probabilities of incorrect decoding by minimum Hamming distance for different BCH
codes, different attack transforms and different embedding depths e.

[BCH codes [ 63D 63.10] 63.16] (63,7 (63.10] (63,16)]
(O\(2) 0.05 0.1
Saving in JPEGI[9.0 x 1072[[1.6 x 1071]2.5 x 107 1]2.3 x 1072[4.7 x 10~ 2[[7.9 x 102
format with
Q=20%
Saving in JPEG][2.8 x 10~ 2[[5.7 x 10~2[9.7 x 10~ 2[5.7 x 10 3[1.4 x 10 2[[2.5 x 102
format with
Q=30%
Saving in JPEG][3.4 x 107 3[[6.6 x 10 >[1.4 x 10 2[1.2 x 10 3[1.7 x 10 3[[3.8 x 1073
format with
Q=60%
Cropping of win-[[1.8 x 107 2[[2.7 x 1072[3.6 x 10~ 2[1.5 x 10 2[2.0 x 10 2[[2.8 x 102
dow 200 x 200
pixels
Cropping of win-[[5.5 x 1073[[8.3 x 107 3[1.0 x 10 ?[4.1 x 10 3[5.5 x 10 3[[7.9 x 1073
dow 250 x 250
pixels
20 rows and 20[[2.7 x 10~ 2[[5.4 x 10 ?[1.1 x 10 1[5.0 x 10 3[1.2 x 10 Z[[2.5 x 102
columns removal
Addition of[[8.4 x 107 7[[1.4 x 107 1[2.1 x 10 T[1.3 x 10 2[2.3 x 10 Z[[3.9 x 102
Gaussian  noise
with d = 25

(1) Attack transform. (2) Embedding depth (¢).

incorrect block decoding probabilities) after testing 1000 grey scaled images taken from
the image repository [3] for different attacks, different number of information bits of BCH
code and two embedding depths are presented at Table 6.

From this table, it can be seen that the maximum number of information bits &, that can
still provide the acceptable probability of incorrect decoding after all attack transforms is
10. But unfortunately the watermarking technique based on the use of holographic trans-
form domain is not resistant to geometric attacks (including a rotation on small angles).
In order to prevent this type of attacks it is known another technique, namely the image
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normalization-based method. We will consider this method in Section 3. In Section 4
we propose and investigate concatenated method of digital watermarking that combines
both “holographic” and “normalization” techniques in order to be resistant to a bunch of
attacks.

3. Watermarking based on image normalization

This approach to WM designing has been proposed by Dong et al. [7]. The idea was to
get the so called normalized image from the original one by a geometric transformation
procedure that would be invariant to any affine distortion of the original image. Let us
specify some notations.

An image (f(x, y))( : is an affine transform of the original image (I(z,y)),, y) of
T,y ’

size M x N if there is a matrix A = <: g) and a vector d = (Zl
2

Va,y: I(z,y) I<A(§) d).

The following determine particular cases of affine transforms, by special selection of the
matrix A:

) such that

Shearing in direction x: A, = <(1) f)

Shearing in direction y: A, = ( 1 0>

71
N al
— Scaling in both x and y: A = (0 5)
. . [ cos¢ sing
— Rotation by an angle ¢: A, = ( sin ¢ cos ¢>

It is straightforward to show that any affine transform A can be factored as a composi-
tion of the above transforms, provided that o # 0 and det(A) # 0. The normalization

transform is:
T T T dq
@ =A, A A -
<y) ” <y> y<y) (d2>

where
M-1N-1
Vp,q €40,1}: mpg = Y > aPy? I(w,y),
z=0 y=0
dl = @ ) d2 = % )
moo moo

B is a solution of the cubic equation

f30 + 321 B+ 3pa2 B2 + po3 82 =0
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(b)

Fig. 2. (a) Original image Lena. (b) Lena after distortion. (c) Normalized image for both (a) and

(®).

whose coefficients are given by the relation

M—-1N-1

Vp,q € {0,3} ¢ tpg = Z Z (x —d1)P(y — d2)? I(x,y), 2)

z=0 y=0

the parameter +y in the matrix A, is determined by the relation

i
Ho
where 11}, 115 are calculated according to (2) for (z/,y’) = A, (z,y), and the parameters

«, 0 at matrix A, are given by the relations
M’ N’

S VRN

where M’, N’ are, respectively, the width and the height of the normalized image, and
M", N"" are, respectively, the width and the height of the normalized image for (z”,y") =
A2 y).

In Figure 2 there are presented an original image Lena (a), the same image after
an affine distortion (b), and the normalized image (c), for both the original image (a)
and its affine distortion (b). This experiment confirms the fact proved in [7], namely an
image and its affine transforms have the same normalized image. Two normalization-
based watermarking methods have been proposed in [7]. The first one embeds the WM
into the normalized image and it requires to restore the normalized image to the original
size and position. Some distortion of the original image may result, and as a consequence,
a decreasing of its value, which is unacceptable. The second method keeps the original
image without normalization but it adds the WM after normalized spread spectrum-based
WM. This scheme of watermark embedding process (taken from [7]) is shown at Figure 3.

We investigated the above method using spread spectrum signals (SSS) based on
pseudo-random sequence of length 500 that allows to embed a WM of about 64 bits
into a standard size (512 x 512 pixels) image, and with the two types of decoders shown
in Figure 4.This parameters of embedding were chosen in order to embed 64 bits like in
holographic method.
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Fig. 4. Two types of normalization-based WM decoders: (a) informed, (b) blind decoder.

The results of our simulation based on testing 100 images (taken from the image
repository [3]) showed that, for 48 different geometric attacks, the average percent of

errors was 2.1. (In the case of removal of “anomalous” images, the average percent goes
down to 0.5%).

We investigated also the normalization-based method against other types of attacks.
It was observed a resistance to JPEG transform with quality factor @ > 20% (small er-
rors) and an additive noise attack with variance 3 (no errors). But this method was very
sensitive to row and column removal, as well as cropping attacks. If we remember (see Ta-
ble 6) that the “holographic-based” method is resistant to these attacks then the following
natural idea arises: let us combine both methods (holographic-based and normalization-
based) into one WM method to extend the robustness of such a system. This approach is
investigated in the following Section.
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Fig. 5. Two versions of concatenated-based WM.

4. Concatenated method of watermarking

The idea to design a WM based on a concatenation of the two previously considered
methods, called concatenated-based WM, aroused from the following observation: the
normalized image can be considered as an original image with respect to holographic-
based embedding view (and vice versa).

We have two main versions according to the following approaches:

holographic-based embedding — normalized-based embeddings

(see Figure 5 (a)), and the opposite embedding order (see Figure 5 (b)).
If the concatenated method is used, then the following problems should be considered:

— how distortions, owing the next embedding on the extraction of WM, do affect?

— how one can get the “original” image that is needed for the informed decoder (both
for holographic and normalization methods)?

— what is the image quality degradation after double embeddings?

— how to select the WM extraction method between holographic and normalization
decoders if the same WM bits have been embedded for both methods?

— which of two versions (HE — NE, NE — HE) is preferable with respect to all above
problems?

In order to determine which of the two versions (HE — NE, NE — HE) is preferable we
performed a set of experiments with 200 images.In order to detect differences between HE
— NE and NE — HE schemes we embed 160 bits with normalization method with weak
value of depth of embedding («=2) and extracted with normalization method.Parameters
of holographic method were kept as before and were constant. The results of this experi-
ment showed that the average percent of errors was 9 for HE — NE scheme and 13 for NE
— HE.This experiment was repeated with another values of depth and another number of
embedded bits. The results were similar. This can be clarify by the fact that normalized-
based embedding suffers less from holographic embedding in the scheme HE — NE. So
we have taken a solution that HE — NE is superior to opposite one.

In Figure 6 there are presented the original image (a), the watermarked image af-
ter holographic-based embedding (b), the normalization-based embedding (c) and the
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© (d

Fig. 6. The original image (a), holographic-based watermarked image (b), normalization-based wa-
termarked image (c) and concatenated-based watermarked image (d).

concatenated-based (HE — NE) embedding(d). It can be seen that the image fidelity
in the last case is very close to the fidelity of all previous cases. PSNR of figure 6(b)
is 30 dB,PSNR of figure 6(c) is 35 dB,PSNR of figure 6(d) is 28 dB. We also use 15
experts and 10-point scale in order to estimate fidelity of images. Average expert mark
of figure 6(b) is 7.3, average expert mark of figure 6(c) is 8.6, average expert mark of
figure 6(d) is 6.9. Experts marks of holographic-based watermarked images are close
to marks of concatenated-based watermarked images. This means that the concatenated
method does not degrade the image noticeably.

The supporting signal for the informed normalization decoder can be obtained by
different ways:

1. Using the original image (although it was distorted as the cost of holographic embed-
ding in the scheme at Figure 5 (a)).
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Table 7. The results of concatenated-based (HE — NE) WM simulation for different embedding
depths and without attacks.

Depths of embedding The probabilities of bit errors (%)
e: Depth of HE|a:: Depth of NE|Holographic decoder|Normalization decoder
0.05 2 0 0.5
0.1 2 0 1.0
0.05 4 0 0.2
0.1 4 0 0.9

Table 8. The results of concatenated-based (HE — NE) WM simulation for different decoders and
different attacks.

Attacks The probabilities of bit errors (%)
Holographic decoder|Normalization decoder
Geometric attack (rotation 1 grad) 40.0 3.5
Geometric attack (scaling 1,05) 42.0 3.5
Cropping attack (of window 510 x 510 pixels) 0 47.0
Cropping attack (of window 200 x 200 pixels) 3 49.0
5 rows and 5 columns removal 0 433
Saving in JPEG format with Q = 60% 0 1.2
Saving in JPEG format with @ = 40% 2.1 2.8
Addition of Gaussian noise with d =5 2.0 5.5
Addition of Gaussian noise with d =25 8.0 48.0
Median Filtering with mask of size 3 x 3 4.5 10.5

2. Using an approximation of the holographic-based watermarked signal given an orig-
inal image and the WM bits extracted by holographic-based decoder (while the ex-
tracted bits can be corrupted by attacks for which the holographic method is fragile).

3. Using an approximation of the holographic based watermarked signal given an origi-
nal image and the randomly generated WM bits.

Our experiments showed that the last two methods are significantly better that the first
one. In Table 7, there are presented the results of concatenated based (HE — NE) WM
simulation in terms of averages over 200 images the bit error probabilities after the ex-
traction by holographic and normalization informed decoders without attacks. (This result
was obtained for 64 bit sequences embedded both in NE and HE, where the supporting
signal has been obtained by the 3-rd method.)

Since holographic-based WM is the most vulnerable to geometric attacks, whereas
the normalization-based are vulnerable to cropping attacks, we tested these attacks espe-
cially. The results are presented in Table 9 for the best parameters ¢ = 0.1, a = 4 chosen
to provide simultaneously good image quality after embedding and acceptable bit error
probabilities after extraction. As it is evident from Table 9, the embedded bit can success-
fully be extracted by the holographic decoder after a cropping attack (or rows-columns
removal attack) while the extraction procedure is failed for normalization decoder, and the
embedded bit can successfully be extracted by the normalization decoder after a geomet-
ric attack while the extraction procedure is failed for holographic decoder. In case of JPEG
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transform or Gaussian noise addition the embedded bit can successfully be extracted both
by the normalization and holographic decoder.

Because the same 64 bits are embedded both by the holographic and the normaliza-
tion decoder, we can compare the extracted bits, and if the difference is more that some
threshold )\ then we take a decision based on one decoder which is tolerant to this attack.
We have proposed before, in [8], the use of the BCH code (63, 10) in order to correct er-
rors after bit extraction. This code also can be used in order to detect a presence of many
errors in code words. In fact it is sufficiently to find the Hamming distance between the
received vector word and the nearest to it code word and compare the result with some
threshold \'. If this threshold is exceeded, then we assume that the corresponding decoder
should be ignored, otherwise, it can be used.

On the other case, if the first threshold ) is not exceeded than we may assume that both
decoders are able to extract the WM. Therefore it is possible to erase “unreliable” bits for
which we have disagreement between two decoders. After such solution, a procedure of
decoding based on minimum Hamming distance (with a removal of the erased bits) can
be performed.

5. Conclusion

Traitor tracing is a very important problem in the case of an early release of a HD movie
window for VOD, where it can effectively be used a fingerprinting system with a limited
number of “fingers” (say corresponding to 10-20 bits). But it should be resistant to a
“bunch” of attacks trying to remove the WM by keeping a good quality of the image.

In the current paper, we proposed a new watermarking algorithm that was called con-
catenated WM, because it inserts one WM algorithm (namely holographic-based) into an-
other one (namely normalized-based) similar to the well known concatenated codes [9].
We demonstrate by numeral experiments that for appropriately chosen parameters the pro-
posed algorithm can achieve low BER even for such set of attacks as cropping, row and
column removal, additive noise, JPEG compression and geometry attacks. We propose
also to use binary (63,10)-BCH codes to correct errors on maximum Hamming distance
decoding algorithm jointly with erasing of unreliable bits at the output of two receivers.
It has been proved also that the image quality is kept acceptable after implementation of
the concatenated method.

Unfortunately the proposed method is ineffective against a simultaneously combining
of attacks (say removal of rows or columns and geometric attack). But such complex
attack results as a rule in significant image distortion. Concatenated WM can be extended
in the future to other components and to more than two stages of concatenations.
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