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Abstract. A data grid functions as a scalable base for grid services to 
manage data files and their scattered replicas around the world. The 
principal objective of grid services is to support various data grid 
applications (jobs) as well as projects. Replica selection is an essential 
high-level service that selects a Grid location which verifies the shortest 
response time for the users' jobs among numerous different locations. 
In the grid environment, estimating response time precisely is not a 
simple task. Existing replica selection algorithms consume high 
response time to retrieve replicas because of miss-estimating replicas 
transfer times. This paper proposes a novel replica selection algorithm 
that considers site availability in addition to data transfer time. Site 
availability has not been addressed in previous efforts in the same 
context this paper does. Site availability is a new factor that can be 
utilized to estimate response time more accurately. Selecting an 
unavailable site or selecting a site with insufficient time will likely lead 
to disconnection. This in turn will require shifting to another site to 
resume the download or to start the download from scratch depending 
on the fault tolerance mechanism. Simulation results demonstrate that 
the performance of the new algorithm is proved to be better than the 
existing algorithms mentioned in literature.  
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1. Introduction 

In numerous scientific disciplines, terabyte (possibly soon to be petabytes) 
scale data collections is emerging as critical community resource. The 
required “data grid” infrastructure needs to support potentially thousands of 
users. Especially scientists who want to work collaboratively in their field all 
over the world [1]. Conversely, it is evident that one virtual organization (VO) 
alone may not be sufficient to manage the massive volume of data produced 
from experiments and simulations. Contextually, the exponential growth of 
scientific applications has opened up a new research horizon for computer 
scientists and researchers. This can produce efficient techniques and 
algorithms for scientific applications that require access, storing, transferring, 
analysis and replication of an immense amount of data in geographically 
distributed locations [2]. Replication and distribution of data among diverse 
grid sites are needed to address the requirement to increase data reliability 
and availability. Replicated data lead to the requisite of replica selection, a 
process which selects one replica location from among many replicas based 
on their response times. The response time is a critical factor that influences 
the job turnaround time. In previous studies, data transfer time was utilized to 
estimate the response time. However, measuring transfer time alone is 
insufficient. The continuity of service provided by the selected site plays a 
major role in assuring that the estimated response time will be maintained 
and not interrupted. This is due to the local policies of the provider that offers 
services to outsiders for specific hours only. According to the authors of [3], 
once a user is allowed to gain access to a resource based the access policy, 
the usage Service Level Agreement (SLA) determines how much of the 
resources the user is permitted to use.  

Just to recap: in the literature, availability signifies the production of a 
number of copies for a single file (resource) in order to make it constantly 
available [4].  Availability in this research is defined as the capability of a 
given resource to fulfill a given task until it is completed. To distinguish 
between these two definitions, we use site availability or accessibility to refer 
to the second definition.  

In [5] it is reported that only 65% of users’ submitted jobs are executed 
successfully due to unknown causes of failure. The main causes of failures 
within grid infrastructures are grid component failures, network failures, 
information faults, and excessive delays. Grid component failures involve 
both software and hardware account for 25%-30% of the total failures. 
However, according to [6] the Open Science Grid (OSG) [7], encountered a 
30% job submission failure rate with 90% of them due to disk filling errors, 
gatekeeper overloading, and network disruptions. Though many 
enhancements have been done, the grid keeps growing in both size and 
complication. The total improvements are often not enough: for instance, the 
LCG grid [8] is still reporting about a 25% error rate [9]. Troubleshooting grid 
middleware is very challenging due to large number of interconnected 
components. For example, one action, like reliably transmitting a directory of 
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files, could result in the coordination of a wide-ranging collection of loosely 
coupled software tools. Each of them normally generates its own log files in 
their own log format, semantics, and identifiers. To troubleshoot a problem as 
it cascades from one component into the next, this information must be 
combined to form a logically consistent trail of activity.  

Causes of failures are mostly vague and request further investigations. 
Although, we can conjecture that excessive delays and the insufficient time of 

the resources to complete tasks are among of the reasons1.Therefore 
integrating site availability in the replica selection process is necessary to 
avoid such faults or delays. To the best of our knowledge, none of the 
researchers have introduced site availability with the same concept that we 
have specifically detailed in this research. Site availability is defined as: The 
relationship between the operating time declared by the service provider to 
serve certain VOs and the required time to transfer a file from the same 
provider during the replica selection decision process. 

This study tries to highlight that incorporating site availability as a new 
intervention for a deliberated estimation of response time enhances the data 
grid environment. Incorporating site availability as a selection factor in replica 
selection algorithm provides replication management systems with more 
guaranteed response time estimation.  

2. Related Works 

Data replication modeling has received increasing attention especially in the 
past few years. Replica selection algorithm is one of the major functions of 
replication management system which determines the best replica location 
for grid users. Such determination is critical because the resources are 
limited and users competing for it. Replica selection algorithms are 
categorized into two groups namely partitioned and greedy. Partitioned 
algorithms [10-12] are classified into two sets namely ‘available’ and 
‘unavailable’. The forecasted server latency is computed for each replica and 
compared with a pre-calculated threshold value to categorize replicas into 
‘available’ or ‘unavailable’. In greedy algorithms [13, 14], the client is 
assigned to a replica, which is forecasted to provide the best transaction 
performance. This transaction performance needs to be estimated before 
selecting the most optimum replica. On the other hand weighted algorithms 
[14, 15] estimate the proportional rate of assigning a user to a certain replica 
based on the weight assigned to each of these replicas. The authors of [16] 
have proposed a variety of replication strategies, which are evaluated on 

                                                   
1Each site has its operating hours to serve the others based on its local policy. 

However accessing sites which are available for shorter time than required will lead 
to timeout and this obliges to complete or to restart the task the in another site if 
such mechanism is available. Sometimes also the problems occur and it is very 
difficult to know or to trace the causes. 
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hierarchical grid architecture. The proposed replication algorithms are based 
on the hypothesis that popular files of one location will also be popular at 
another location. The number of hops for each site that houses the replica is 
considered. The best replica is the one that requires the minimum number of 
hops to reach the requesting user. On the other hand, the authors of [17] 
used the log files of the Grid File Transfer Protocol (GridFTP)  only as the 
tool to predict the replica with the fastest response time. However, in [18] the 
researchers have proved that GridFTP alone is insufficient for the best 
prediction. Preferably, a regression technique model should be constructed to 
forecast the data transformation time from the source to the destination 
based on the three data points, mainly GridFTP, Network Weather Service 
(NWS), and I/O Disk. On the other hand, the researchers in [19] have 
proposed the K-Nearest Neighbor (KNN) rules. This KNN selects the best 
replica by taking into consideration the history of transferring the preceding 
replicas which is collected from the logs’ files. They also proposed a 
predictive procedure to estimate transfer time between sites via neural 
networks.  

In [20] the researchers conceived a fuzzy logic technique to evaluate the 
replication “state” (i.e., negative, normal and/or positive) using the gray 
prediction model to analyze the factors that affect replica selection but site  
was not their concern. 

Some other works have focused on utilizing parallel techniques to reduce 
replica transfer time.  Their approaches retrieved replicas concurrently from 
all the available sites [20, 21] that housed that replica. In such approaches, 
the required file was divided into parts and each part would be retrieved from 
different servers. The authors of [21] proposed a new grid data-transfer tool 
(rFTP) that retrieves partial segments of data in parallel.  

The authors of [22] devised a PU-DG Optimizer toolbox (also recognized 
as PU-DG Optibox) that is a package containing some efficient techniques 
and algorithms. The algorithms are operating as middleware on the top of 
data grid platforms to optimize file downloads by improving its effectiveness 
and performance. The toolbox allows the users to select their preferences. It 
adopts three network factors including bandwidth (B), distance (D), and 
history record (H). Therefore, the preferences have totally six different 
options: BDH, BHD, DBH DHB, HBD, and HDB, in which the user can choose 
one. The toolbox utilizes mathematical formulations for download time. It is 
transformed into dynamic programming problem, in order to reduce the final 
time complexity to O(n), where n is the number of candidate replica sites. 
The toolbox also provides manual and automatic download modes for users, 
independently whether they are experts or not in computing. It is anticipated 
that such an approach could decreases the problems that most users could 
possibly face, of operating and managing files in a data grid environment. 

Some recent works [23-26] have addressed the notions of utilizing security 
to select resources in a grid environment and others have integrated it with 
replica transfer time to identify the best replica. They defined security in 
different ways, namely: trust, self-protection, reputation and reliability. 

http://www.sciencedirect.com/science?_ob=MathURL&_method=retrieve&_udi=B6WKJ-4T5TPK1-1&_mathId=mml8&_user=10&_cdi=6908&_rdoc=1&_acct=C000050221&_version=1&_userid=10&md5=2df455c1f1154b7cf9c8147357df5660
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While there have been several works on replica selection, none to the best 
of our knowledge incorporates the site availability as a factor that influences 
response time. Moreover, none has considered site availability as a selection 
factor. 

3. System Design 

The architecture of the data grid services is divided into two levels as shown 
in Figure 1 [1]. The upper level includes the high-level services that utilize the 
low-level or core services. Replica selection optimization technique is high-
level service so it invokes a number of core services. Information about an 
individual resource or set of resources is collected and maintained by a Grid 
Resource Information Service (GRIS) daemon [27]. GRIS is designed to 
gather and announce system configuration metadata describing that storage 
system. For example each storage resource in the Globus data grid [1] 
incorporates a GRIS to circulate its information. Typically, GRIS informs 
about attributes like storage capacity, seek times, and description of site-
specific policies governing storage system usage. Some attributes are 
dynamic varying with various frequencies such as total space, the available 
space, queue waiting time and mount point. Others are static such as disk 
Transfer Rate.  

 

Fig. 1. Major components and structure of data grid architecture. (Adopted from[1]) 

The new algorithm, as illustrated in Figure 2, commences by receiving the 
user request via the Grid Resource Broker (RB). RB then retrieves related 
physical file names and locations from the Replica Location Service (RLS). 
Subsequently, the algorithm receives information about the sites which hold 
the replicas and their network status from the GRIS such as: Network 
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Weather Service (NWS)2 [28], Meta-computing Directory Service (MDS) [29] 
and Grid File Transfer Protocol (GridFTP) [29]. Then, the best replica site for 
the concerned user's job is chosen. In this context, the replica that promises 
the minimum response time with the least probability of disruption is the best. 
Hence, the new high-level service replica selection algorithm is an 
optimization approach. The proposed algorithm is designed to perform 
caching not replication. Caching [30] occurs on the user side; the user 
decides which replica is the best and copies the required replica to the local 
site. On the other hand, replication occurs on the server side; the server that 
houses the replicas decides which replicas are to be created and where to 
place them. 

The exact sequence of steps in the proposed algorithm is as follows: 
 

 Collects jobs from the Resource Broker. 

 Collects replica of physical file names and locations from Replica Location 
Service. 

 Collects sites’ operating hours from their log files. 

 Collects sites’ current criteria values like bandwidth from the information 
service providers for instance GridFTP, NWS, and MDS. 

 Calculates the response time and site availability of each site and rates 
them by percentage. The site that demonstrates the best Response Time 
(T) will be given the value of 100% and the rest of sites will be rated 
based on their performance in comparison to the site that gets 100%. On 
the other hand, the rank of site availability 100% will be given to the site 
or the sites that show sufficient time to complete the transfer even if the 
dynamic conditions of the network are degraded to some extent. A site is 
assigned 100% site availability if it shows availability equal to the 
predicted download time pulse the reserve time required to accommodate 
any decline in the network. Site availability of the remaining sites is rated 
based on the predicted download time and how much time is required for 
the reserve time. 

 Selects the best location that houses the required replica for the grid user. 
The best location is the one that shows minimum transfer time and the 
least probability of failure to complete the job due to site downtime.  

 
This study focuses on incorporation of site availability as an essential 

element in the process of locating the best replica. Site availability in this 
work is defined as the relationship between the required time to download a 
replica and the remaining time declared by the site that offers this service. 
The remaining time of any site is the remaining over time to serve the user. 
The response time is defined as the time elapsed when moving data file from 
one site to another. The following subsections detail the calculation of site 
availability, response time, remaining time and the best site selection:   

                                                   
2 NWS conducts end-to-end network probes (which it uses to measure available 

network performance) and then applies fast statistical models to probe histories to 
make performance forecasts 
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Fig. 2. An overview of the new proposed algorithm 

3.1. Calculating Time 

Response time is a dynamic value changing as time passes based on the 
load on the network or the storage devices. However it is anticipated to be 
steady for a while or change slightly positively or negatively. But since it is 
difficult to estimate the response time in a dynamic manner, the response 
time can be estimated at the decision time (NWS applies fast statistical 
models to probe histories to make performance forecasts). The response 
time’s dynamicity is considered by integrating the new factor site availability 
(more details about site availability is in subsection B). The response time for 
a given site i is estimated by using the following equations proposed in a 
recently published work [31]: 
 

Ti = T1i + T2i + T3i.     (1) 
 

T1 represents the transfer time, T2 represents the storage access latency 
and T3 represents the requested waiting time in the queue. T1 represents the 
data transmission via a wide area network, which depends on the network 
bandwidth, either a wide area network (WAN) or a local area network (LAN) 
and the file size which is computed by the following equation [32]: 
 

 .
)/( 

(MB) 
 

1 SECMBBandwidth

FileSize
T i

    (2) 
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In general, the operating systems schedule the disk I/O requests in a manner 
that improves system performance [33]. The process of scheduling is 
implemented by maintaining a queue of requests for the storage device. 
Therefore, the storage speed and the number of requests in the queue play a 
major role in the average response time experienced by applications. As a 
result, storage access latency (T2) is the delayed time of the storage 
machines to cater the requests and the delayed time depending on the file 
size and the storage type. Hence, T2 increased due to larger data files. 
Moreover, different storage machines have discrepant speeds (data transfer 
rates) during I/O operations. For example, a tape drive is slower than a disk 
pool and there are many types of tape drives with different speeds. For 
instance: the Hewlett-Packard (HP) Storage Works Ultrium 920  Drive speed 
= 120 MegaBytes per second (MBps) while the HP Storage Works Ultrium 
448 Drive speed = 24 MBps [31]. Storage access latency (T2i) is calculated 
using the following equation: 
 

  .
(MB/SEC) Speed Storage

(MB) Size 

2

File
T i

     (3) 

 
Storage machines receive many requests at the same time, but they can only 
serve one request at a time. This leads to pending the requests on waiting in 
the queue. Input data transfer must be performed prior to an actual request. 
Similarly, output data transfer must be completed after an actual write 
process request. This buffering technique balances required time for requests 
waiting in the queue and the required time for storage media to serve the 
request in process [33]. Furthermore, the site will be busy during the period 
that it transfers any replica from the storage machine to the network. Any new 
incoming data requests have to wait for the transaction to complete and for 
the requests that join the queue prior to the underlying request [32]. 
Consequently, the new request should wait all the earlier requests to be 
processed in the storage queue. The waiting time is the sum of time from the 
first request in queue to the last. Each of these times is the storage access 
latency time T2. The request waiting time in queue (T3i) is calculated using 
the following equation: 

  




n

i
ii TT

1
.23
.      (4) 

(n) represents the number of requests which are waiting in the queue prior to 
the underlying request. To make it simple, this work assumes the queuing 
model is M/M/1/N Poisson arrivals and service. The queuing model 
represents a single server which has a waiting queue only for N customers 
(including the one in service). The discipline is the first come, first served 
(FCFS) [34]. Substituting Equations 2, 3 and 4 in Equation 1 produces: 
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                    (5) 

However, it is worth mentioning that modern storage systems with disks 
and flash memories allow networking and storage to occur simultaneously. 
Hence, Equation 5 is modified as follows: 

 

             .
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Table 1. 10 GB and 100 GB replicas with different metric values for: common 
storage speed and bandwidth, queue waiting time and remaining time 
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1 10 150 45 0 295 36 500 84 46 3.39 49.39 

2 10 300 156 150 249 43 300 60 49 1.20 50.20 

3 10 600 622 300 333 32 70 10 79 1.56 80.56 

4 10 300 156 10 109 100 200 91 6 0.64 6.64 

5 10 600 622 1200 1233 8 2500 100 65 6.51 71.51 

6 10 150 45 100 395 27 400 50 62 1.63 63.63 

7 10 600 622 75 108 100 150 69 21 2.19 23.19 

8 10 150 45 100 395 27 600 75 54 3.39 57.39 

9 10 300 156 200 299 36 150 25 69 0.78 69.78 

10 100 150 45 0 2958 21 2500 42 69 1.48 70.48 

11 100 300 156 150 1147 55 2000 87 33 2.26 35.26 

12 100 600 622 400 745 86 500 34 47 3.68 50.68 

13 100 300 156 0 997 63 2000 100 26 2.62 28.62 

14 100 600 622 600 935 67 1000 53 40 0.99 40.99 

15 100 150 45 100 3058 20 3700 60 63 2.83 65.83 

16 100 600 622 700 1035 61 1500 72 33 0.78 33.78 

17 100 150 45 1200 4158 15 8500 100 60 6.01 66.01 

18 100 300 156 400 1397 45 1900 68 44 1.63 45.63 

 
Therefore the replica selection algorithms should be aware of the 

technology utilized in each site in order to estimate its response time 
accurately. However, the proposed algorithm is not limited to using the 
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abovementioned data transfer speed models; any other valid model could 
easily replace the above mentioned models as an alternative solution. 

Rating sites based on their response time (T0i) is denoted by the following 
equation: 

.100
min{

1

0
 

T

T

i

i

n

i

iT                                     (6) 

For example, as shown in Table 1 which reflects real bandwidth, storage 
speeds and file sizes, the estimated download time based on Equation 5 from 
sites 1, 2, 3 and 4 are 295s, 249s, 333s and 109s respectively. Site 4 displays 
the minimum download time so it is rated as a 100% site, site 2 is rated 

based on Equation 6, %36100
295

109
 while site 3 is rated 

%43100
249

109
 and site 3 is rated %32100

333

109
 . As a result, all sites are 

rated based on estimated download time to make the selection decision in 
the next step feasible and easier. The content of Table 1 will be discussed in 
detail in the following subsections. 

3.2. Calculating Site Availability 

Site availability is the relationship between the operating time declared by the 
service provider to serve certain VOs and the time required to transfer a file 
from the same provider during the replica selection process. Therefore, site 
availability (A) is computed as follows: 

 
1. Ascertaining the remaining operation time (or allowed time) in seconds 

(Rs) from the site. 
2. Estimating the required time to transfer the file (Ts). 
3. Site availability is calculated by: 

 

  .
2(SEC) Ts

(SEC) 




Rs
A      (7) 

The value of α is measured based on the network expected performance 
and the expected download time as well. The replicas usually are very large 
in size that is why they require long time to be downloaded. During this time, 
the network performance is prone to change either negatively or positively. 
The more stable the network condition is, the smaller value of α is required. 
For example, if the network performance shows that the real time to transfer 
a file is two times more than the estimated transfer time Ts, then α should be 
equal to 2. The value of α can be obtained based on some factors like: place, 
workdays, holidays, weekends, mornings, evenings, midnights and the 
comparison of file transfer history and estimated time transfer history. The 
minimum value of α should not be less than one. This is when the replica 
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download time estimation is 100% accurate; the value of α is obtained from 
the history information by comparing the estimated transfer times with the 
actual transfer times. On the other hand, the maximum value of A should not 
exceed 100% because it is adequate and more than 100% is considered 
overqualified, which adds no values as demonstrated in Equation 8. In the 
example below, we assigned the value 1 to α, assuming 100% accuracy in 
download time estimation. However, based on our approach this number 
should be multiplied by 2 in order to be more confident that the transfer will 
commence and terminate from the same site and to avoid any risk of 
disconnection prior to download completion as shown in Equation 7. Hence, 
the minimum acceptable value for A is 50% but a higher value increases the 
success rate. On the other hand, estimating α requires more attention, which 
is outside the scope of this study. We plan to address this estimation issue in 
future work.  

Site availability is rated as follows: 
 

  .
Ts  Rs  , 100

2(SEC) Ts

(SEC) 
TS  Rs,                            100

0

























RsA     (8) 

 
For example, using the same data shown in Table 1, the estimated 

download time based on Equation 5 from sites 1, 2, 3 and 4 are 295s, 249s, 
333s and 109s  respectively and the remaining operating time for each are 
500s, 300s, 70s and 200s respectively. Assuming the value of α is 1, the site 

availability for site 1 is   %843100
12295

500



, and the site availability for 

site 2 is %60100
12249

300



. The rest of the calculations are shown in Table 

1. 

3.3. Estimating the Best Site 

The new approach proposes an imaginary ideal or model value to be 100% 
Time (T) and 100% Site availability (A) as shown in Figure 3. The best site is 
the one with the closest distance (d) to the ideal value (T in Figure 3). We 
titled it as the quality distance (qd) which is calculated using the following 
equation:  

 

 
   

2

0100
2

0100
2

AT
qd


     (9) 
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The distance in Equation 9 is divided by 2  to normalize its value to be 

between 0 and 100. The smaller the qd value, the better the site. 

 

Fig. 3. Visual representation for sites and their model values 

As shown in Figure 3, site T is the best site because it is the closest to the 
model value. If we do not have site T, the algorithm will select site A, B, C or 
D randomly because they all have the same distance from the Model value.  
In fact, the best in this scenario is site B because it is composed of two 
similar or almost similar values. This signifies a balanced solution, which is 
not extreme for site availability or transfer speed as opposed to site F. Site F 
displays high site availability but low quality transfer speed, which is still 
better than site A. Site A, displays high-quality transfer speed and low-quality 
site availability which could lead to a fault (disconnection). Moreover, it is 
clear that site R is better than sites A, C and D. To select a balanced solution 
and to avoid the extreme values as experienced in sites A or D as illustrated 
in Figure 3, the standard deviation (sd) is conceptualized by yielding a 
balanced optimal composition of time and availability. For example sd 
(70,70) = 0, sd (50,50) = 0, sd (30,30) = 0 while sd (60,40) = 14.14 and sd 
(70,30) = 28.28, and thus, the new equation for finding qd is modified to be as 
follows: 

 

 
   

 ATAT 0000
 sd

2
 sd  

0100
2

0100
2


 AT

qdmqd    (10) 

 
Where sd increases the value of the quality distance which means 

degrading qd, if the values of its parameters are distant as explained in the 
previous example.    
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Conversely, our experiments proved that adopting the standard deviation 
sometimes has side effects that could divert from the optimal solution. For 
example, if site X has the combination (63,100) for time and availability, 
utilizing Equation 10, mqd = 52.16 and site Y has the combination (61, 72), 
mqd = 40.78 meaning Y is better than X, even when it is clear that X is better 
than Y for both parameters, site availability and time. This example proves 
that the standard deviation has side effects and needs to be utilized wisely. 
To overcome the problem of standard deviation, it has been scaled down by 
dividing it into a number  as in Equation 11. The result, site X rating is 
corrected to be better than Y. The other sites’ rates were corrected as well to 
reflect reality. The last version of mqd equation is denoted by: 

 

     


AT 00
 sd

2

0100
2

0100
2




 AT
mqd            (11) 

Estimating the value  was carried out using a comprehensive search for 
all possible paired values of availability A and time T (A, T). We created a 
table containing all the possible values of A and T. The value 50 was 
assigned to availability in the first column, which is the minimum applicable 
value when =1, the second 51 and so on until the last column was given the 
value 100. We assigned the first row the value 30 for T and the second 31 
until the last row was assigned the value 100. Table 2 depicts a summary of 
the real table. The objective is to find a value for that satisfies the following 
conditions: 
1- Decreases the value of mqd (smaller mqd, better performance) while 

moving in the table from top to bottom. It is logical that the pair (50, 95) 
is better than (50, 30); certainly if we have both options we will choose 
the former. 

2- Decreases the value of mqd while moving from left to right because it is 

logical that the pair (90, 30) is better than (50, 30).  

3- Balances, to some extent, the values of A and T, for example (50, 50) is 
better than (90, 30) but (60, 44) is the best because 44 is faster than 30 
and 60 is safer than 50. 

Different values for  has been tried, from 1 onwards; thus far, the 

conclusion the value of 10 is the best. For instance, as shown in Table 2, 
beneath row 8 the value of mqd increases while T increases which is illogical 
and contravenes condition 1 as well. On the other hand, if we increase the 
value of   to be greater than 10, (90, 30) will be better than (50, 50) 

resulting in an unbalanced combination. In actuality, estimating  requires 

further researches which will be conducted by the researchers in the future. 
Therefore, at the moment we leave tuning its value to grid administrators and 
users’ preferences because some users prefer speed over reliability or vice 
versa or a balance of the two. Our preliminary experiments found that the 
best value for β is 10 as presented in Tables 1, 2 and 3. 
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Table 2. All possible paired values of availability A and time T and various values for 

 

 
 
The modified distance mqd will be titled as TA in this study because it is 

composed of time and site availability and is given a new metric TA instead 
of meter (cm or km) because we are not measuring a normal distance. TA is 
derived from Time and Site availability where the site with the smallest TA is 
the best, since it is the closest to the imaginary ideal value. Table 3 is a 
mathematical example of our approach where column 1 represents the value 
of site availability; column 2, the estimated download time; column 3, the 
distance from the model value; column 4, the standard deviation of the two 
values for each site (estimated download time and site availability) divided by 
10 and column 5, the total of columns 3 and 4. Again, as shown in Table 3, 
qd is the lowest in row 3, with the values 56, 90 TA for site availability and 
time respectively. However, it is clear that a value of 56 for site availability is 
very dangerous and thus prone to fault. As a result, this is not the best 
combination, even when the value of time is the highest. Therefore, standard 
deviation corrects the selection as can be seen in row 1, which shows the 
values site availability and time values of 68 each, as the best selection and 
row 2, as the second choice if row 1 is not available. On the other hand, the 
new algorithm excludes from the selection any site with site availability less 
than 50. For instance, referring to Table 3, if sites 1 to 5 do not exist and the 
competition is only between sites 6 and 7, and both of them have the same 
TA value, the winner is site 6 because the site availability for site 7 is less 
Than 50% which is for sure not enough. 

Table 3, Example of applying the proposed algorithm 

 A0 T0 qd sd/10 qd+(sd /10 )  
(TA) 

1 68 68 32.00 0.00 32.00 

2 65 70 32.60 0.35 32.95 

3 56 90 31.91 2.40 34.31 

4 60 79 31.95 1.34 33.29 

5 50 51 49.50 0.07 49.57 

6 60 42 49.82 1.27 51.09 

7 42 60 49.82 1.27 51.09 
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The pseudo code below emphasizes the detailed algorithm: 
 

1. get R ( list of physical file names and locations  for 
the required replica) from RLS 

2. get Rs for each replica from the data grid’s log file 

3. estimate β 

4. i=1 

5. while R not empty 

     5.1 calculate T0, A0 

     5.2 calculate 
     



A0T0
 sd

2

0100
2

0100
2

(i) 






AT

mqd   

     5.3 i = i+1 

6. best =  

7. j=2 

8. While j <= i 

    8.1 if   < best & A0   > 50  

        8.1.1 best =  

9. halt 

4. Performance Evaluation 

To assess the impacts of the new replica selection algorithm, a simulation 
tool was used to conclude the performance. The researchers, thereby, 
conducted a comprehensive search on distributed and parallel systems, in 
particular, simulators that merit grid features [35] for example: MicroGrid, 
GridSim, SimGrid, OptorSim, Monarc, ChicSim and Bricks. However, 
OptorSim was found to be the most suitable given that it simulates the replica 
selection and the data replication strategies [36, 37]. The designer of 
Optorsim, Figure 4, states that it was developed to “model the interaction of 
the individual grid components of a running data grid as realistically as 
possible” [37]. Accordingly, OptorSim has been chosen because it is the most 
realistic test bed. However has been modified to fit the current research. 
Figure 4, presents OptorSim architecture.  
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Fig. 4. OptorSim architecture 

5. Simulation Setup 

OptorSim is designed as an evaluation tool to test the performance of 
different job scheduling and replica optimization strategies (a job is usually 
specified as a set of data files that require analysis). It has a massive number 
of elements to accomplish in a realistic environment. It contains Computing 
Elements (CEs) to which the jobs are passed; storage elements (SEs) as a 
place to keep data; and network elements to connect the grid sites. Like the 
real grid, bandwidth between sites is integrated in the simulation as well as 
other network status elements. The remaining two elements are the resource 
brokers, which submit jobs to grid sites based on scheduling algorithms and 
the Replication Manager (RM) that plays a role in replication optimization 
strategies. The OptorSim structure adapts European data grid (EU data grid) 
topology and configuration. The grid topology as an input to OptorSim 
consists of 20 sites in the USA and Europe that were utilized during a data 
production form  (CMS test bed) for major LHC experiments [37] as shown in 
Figure 5 and the other input  simulates grid jobs and data file configurations. 
The European Organization for Nuclear Research (CERN) and Fermi 
National Accelerator Laboratory (FNAL) are producing the original files and 
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storing them locally with a storage capacity of 100 GB each and other sites 
which have at least one CE and a storage capacity of 50 GB each. The order 
in which a job requests files is determined by the Access Pattern used. Some 
different access patterns have been selected for the simulation. Such as 
sequential (all files are requested in a predetermined order), Gaussian 
random walk [37] (successive files are selected from a Gaussian distribution 
centered on the previous file) and Zipf. A Zipf-like distribution can be 
regarded as a special kind of exponential distribution allowing the simulation 
of several types of grid job. Additional essential feature is background 
network traffic, which can fluctuate variably over time. Any replica selection 
algorithm has to be flexible enough as to adapt to the constantly fluctuating 
environment, obtaining the best performance for its users. 

 The default settings of OptorSim were utilized. They were copied from the 
EU data grid parameters. The bandwidth between the two sites is marked in 
Figure 5. In addition, the default OptorSim system workloads’ values and 
parameters’ values were utilized as shown in Table 4 (The detailed 
parameters’ values of each site are included in the example folder within 
OptorSim package. These values represent the real values of the EU data 
grid). 

There are several configuration files used to control various inputs to 
OptorSim. The grid configuration file describes the grid topology and the 
content of each site. That is the resources available and the network 
connections to other sites. The job configuration file contains information on 
the simulated files, jobs and the site policies for each site (the list of files 
each site will accept). The simulation parameters file contains various 
simulation parameters which the user can modify. If the user wishes to 
simulate background network traffic, a bandwidth configuration file is needed 
along with several data files to describe the simulated traffic. The simulation 
accomplished on an Hp desktop with 2.8 G CPU and 2 G RAM. Since 
OptorSim does not consider site availability, it was amended by assigning 
service hours to each site ranged from 1second to 24 hours (sites available 
for less than 1 second are not declared by replica catalog). Thereafter, if the 
simulator faces a selected replica from a site with insufficient operating time, 
it will then increase the replica transfer time based on the expected delay. 
This is done by adding the reconnection setup time (10s) and half of the time 
consumed to transfer the replica before disconnection because fault 
tolerance techniques may require resuming or restarting from the beginning. 
In the simulation the average fault cost is calculated as follow: 
 

Fault Cost = Rr+Trls+Rd+Cs+Ror    (12) 
 

Rr: Required time to recognize that there is a fault  
Trls: Time to inquire and get the response from RLS 
Rd: Replica selection decision time 
Cs:    Connection setup time 
Ror:  Resume or restart from scratch time, which is based on fault 
tolerance technique 
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In the simulation, Rr and Trls are set to 2s each, Rd 1s and Cs set to 5s each. 
The total is 10s, which is not that critical for usually huge replicas but in 
contrast, Ror has a significant impact especially if the fault tolerance 
technique requires restarting from scratch. Fault tolerance techniques have 
an important impact to the replica selection process, which will be addressed 
in our future work. 

Table 4, Workload and system parameter values 

Description Value 

Number of files 
File size 
Storage available at an SE 
Number of files accessed by a job 
α 
β  

200 
1 G 
30 G-100000 G 
3-20 
1 
10 

 

Fig. 5. Grid topology for CMS test bed 

6. Performance Metrics & Cost 

In a grid environment, users normally send their jobs to the RB, which locates 
the best site to carry out the jobs. The executed jobs commonly require some 
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data files; the optimizer locates the best locations of the required files. 
However, each site services the users based on their local policy, which 
allows the users to be served for a specific number of hours per day or night, 
or even possibly, only on weekends. Hence, selecting the site at an improper 
time could lead to disconnection. Depending on the fault tolerance approach, 
the job could be resumed by another site (which may also be prone to 
disconnection if site availability is not considered or it may be required to 
restart the entire process from scratch. Therefore, the job’s time requirement 
will increase. The job’s time requirement begins from the time the RB 
transmits the job until the time that the job has completed its execution. This 
time is called the job turnaround time and includes the response time. The 
best replica selection according to the new algorithm decreases the response 
time and consequently decreases the job turnaround time. Therefore, the 
Average Job Turnaround Time (AJTT) is suitable for a performance metric 
that evaluates our overall algorithm performance and can be measured by 
using the following equation: 

 

      
n

AJTT

TT in

n

i
out 




















 

1
                (13) 

 
Tin represents the time the job is received by the algorithm to begin 

execution, Tout represents the time the job has completed the execution, and 
n represents the total number of jobs processed through the system. On the 
other hand, the new algorithm considers two factors to select the best replica. 
The first is time expenditure and the second is site availability. Therefore, a 
new quality of service (QoS) value composed of the two factors (Time and 
Availability) has emerged and titled TA. The lowest value of TA means the 
best quality. Table 1, illustrates scenarios for 10 GB and 100 GB replicas with 
different metric values for: storage speed, bandwidth, queue waiting time and 
time remaining. Column 6 shows that the time metrics combinations for the 
best sites are located in rows 4 and 7 for the 10 GB replica. Row 4 is the best 
due to high site availability and less disconnection risk. On the other hand, for 
the file size of 100 GB, the candidate site shown in row 12 reveals the best 
transfer time of 735s but was discarded because it is available only for 500s, 
which is not sufficient and a certain error will occur. The optimizer selected 
the site presented in row 13, which shows 28.62 TA. Even the site presented 
in row number 14 shows a 62s better transfer time. This decision is due to the 
anticipated high risk from site 14. It is difficult to estimate the cost of our new 
approach. In the aforementioned example, it was 62s but different situations 
have different costs but nonetheless, it is worth it for a reliable transfer.  
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7. Results and Discussion 

OptorSim is equipped with different built-in replication strategies (i.e., Least 
Recently Used (LRU), which always replicates and deletes the least recently 
used file, Least Frequently Used (LFU), which always replicates and deletes 
the least frequently used file and the Economic Model-Binomial (EB), which 
replicates, if it is economically advantageous, using a binomial prediction 
function for values). However, within these replication strategies only one 
built-in replica selection algorithm is applied. It selects the best replica 
locations that show the least transfer time [30-31]. 

The simulations have been performed to calculate AJTT as the average of 
the total time required for all jobs, measured in seconds. The simulation 
commenced by investigating the best value for β. Several values were tested 
for β starting from 1 until 18. On the other hand, due to the fact that there is a 
strong relationship between α and β, the abovementioned tests were 
performed utilizing different values for α under LFU replication strategy. 
Table 5 depicts the results of these experiments wherein the best value of β 
is 10 when α =1 or 1.5, and the best value of β is 9 when α =2.  

Table 5, Average jobs’ time in seconds for 500 jobs with different values of α and β 

β AJTT  when 
α =1 

AJTT  when α 
=1.5 

AJTT  when α 
=2 

1 698314.10 1313303.40 1525233.60 

2 678414.25 1046605.20 1370006.00 

3 650086.10 1023575.94 1335122.10 

4 716841.20 1159565.00 1324494.40 

5 732999.25 918903.44 1315733.10 

6 635794.00 1093129.10 1276658.80 

7 680829.75 1418769.50 1376628.80 

8 698921.40 978713.56 1353125.50 

9 685447.56 1220957.00 1225239.60 

10 594141.75 893544.75 1176878.20 

11 979156.90 836304.30 1323419.00 

12 753310.75 993881.50 1473392.90 

13 743662.50 1106562.00 1240304.00 

14 634496.50 937375.10 1514095.50 

15 734516.50 1029952.30 1438059.80 

16 665705.60 1133184.00 1618809.80 

17 643339.60 1061195.90 1245205.20 

18 801867.10 1104780.40 1318509.40 

 
Moreover, to compare the performance when the systems allows storage 

and networking to occur simultaneously (Equation 5a), and when it does not 
allow that (Equation 5), the simulator was operated using both scenarios. The 
results are illustrated in Table 6. It is clear that overlapping reduces AJTT 
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which reflects better performance. Because the scope of this study is only 
site availability, and it is anticipated that grid systems are still using legacy 
storage systems, the remaining experiments were carried out based on 
Equation 5. 

Table 6. Average jobs’ times in seconds for 500 jobs based on Equations 5 and 5a 

Table 7. Average jobs’ times in seconds for 100 jobs when availability is always 
100% 

 
To verify that the only difference between the proposed algorithm and the 

built-in in OptorSim is site availability, both algorithms were run with site 
availability always set to 100%. The expectation was that similar performance 
would be achieved from both because response time is the only selection 
factor in the built-in OptorSim and should be in the proposed algorithm when 
site availability is 100%. However, the simulation results in Table 7 below 
were surprising. They show that the proposed algorithm is less efficient in all 

Test # 
LUR LFU Economic 

Eq 5a Eq 5 Eq 5a Eq 5 Eq 5a Eq 5 
1 12756230 11839082 8973130 11083612 8856054 8628327 

2 9173741 8574796 11902111 12664846 9315399 9670981 

3 9474930 9842670 10641312 10206533 8758650 9393326 

4 8839858 12177088 8817204 12174020 7927166 10171052 

5 10249128 10639864 9871939 11989452 9487867 10921624 

AJTT 10098777 10614700 10041139 11623692 8869027 9757062 
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1 286111 231099 278278 230458 1060176 906395 

2 275035 242358 271168 220449 1085247 1035999 

3 284864 222627 255691 223970 913550 904781 

4 238518 232944 288959 216565 1005183 954523 

5 256388 224360 242888 224768 977966 1062441 
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three of the replication strategies. The justification for that is the number of 
jobs in this experiment is 100. Each of them is accompanied by 10 to 100 
replicas, which means on average around 5500 replicas (decisions). 
Therefore, there will certainly be some overhead. 

Table 8 (a). Average jobs’ times in seconds for 100 jobs  

 
Based on the abovementioned experiments, the remaining simulation 

experiments were carried out by setting the value of β to 10. In view of the 
fact that the number of jobs influenced data transfer time, we evaluated our 
algorithm’s performance in three different scenarios by varying the number of 
jobs each time. In the first, second and third scenarios, the number of jobs 
were 100, 500 and 1000 respectively.  

We executed the simulation 5 times for each scenario along with a 
predetermined site operating time scenario, utilizing both our algorithm and 
the built-in extended algorithm in OptorSim. We did our experiments using 
three different OptorSim built-in replication strategies, namely, LRU, LFU and 
EB. Our new replica selection algorithm was tested by performing several 
executions on the same replicas with a different number of jobs. The results 
of the simulation demonstrated that the AJTT in the new algorithm was less 
than the AJTT of the OptorSim built-in replica selection algorithm for all 
scenarios and under different replication strategies as shown in Tables 8 (a, 
b, c), which signified that the proposed algorithm outperformed the previous 
algorithms. 
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Table 8 (b). Average jobs’ times in seconds for 500 jobs  

Table 8 (c). Average jobs’ times in seconds for 1000 jobs  

 
Figure 6 (a, b, c) depicts the average jobs’ total time for the proposed 

algorithm and the OptorSim built-in algorithm under the replication strategies 
LRU, LFU and EB where the number of jobs was 100, 500 and 1000 
respectively. It is clear that when we increase the number of jobs AJTT will 
be increased regardless of the algorithm or the strategy utilized. However, the 
increment will be more if site availability is not implemented in the algorithm; 
this is because the probability of selecting unavailable sites, or sites available 
for an insufficient amount of time, increases.     
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Fig. 6 (a). Average jobs’ total time in seconds for 100 jobs 

 

Fig. 6 (b). Average jobs’ total time in seconds for 500 jobs 
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Fig. 6 (c). Average jobs’ total time in seconds for 1000 jobs 

In real life scenarios, replica selection based only on response time could 
perform better than the proposed algorithm if the selected sites display 
insufficient availability but still succeed to deliver the replicas without any 
disconnection, or if all the sites are available 24 hours per day 

8. Conclusion 

In this paper, we have introduced a new replica selection algorithm in the 
data grid environment. The algorithm engaged a new QoS criterion namely 
site availability in the replica selection process. We defined this novel QoS 
criterion, demonstrated its importance and integrated it into a replica 
selection optimizer. A grid simulator (i.e. OptorSim) was utilized to evaluate 
the algorithm. The simulation experiments were setup by expanding some 
modules in OptorSim. The strengths of the algorithm had been investigated 
and the results of our experiments were presented. The simulation results 
demonstrated that the new algorithm enhanced the performance of the grid 
environment and thus, decreased the job’s average total time. A new network 
performance parameter α was proposed and its value will be addressed in 
our future work. Also, the impact of fault tolerance techniques against the 
download time was highlighted and would be utilized in the replica selection 
process in our future work.  
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