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Abstract. In this paper we present new evolutionary approach for solv-
ing the Routing and Carrier Selection Problem (RCSP). New encoding
scheme is implemented with appropriate objective function. This approach
in most cases keeps the feasibility of individuals by using specific rep-
resentation and modified genetic operators. The numerical experiments
were carried out on the standard data sets known from the literature and
results were successful comparing to two other recent heuristic for solving
RCSP.
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1. Introduction

The delivery of goods from a warehouse to local customers is an important and
practical problem of the logistics management. It has to decide which customers
are to be served by the heterogeneous internal fleet and to route the vehicles
of the internal fleet. A internal vehicle allows a company to consolidate several
shipments, going to different destinations, in a single route. This problem with
internal fleet and external carriers has also known as VRPPC (vehicle routing
problem with private fleet and common carriers) in the literature ([4])

Demand of remaining customers must be served by external carriers. An ex-
ternal carrier usually assumes the responsibility for routing each shipment from
origin to destination. The freight charged by a external carrier is usually much
higher than the cost of a vehicle in internal fleet. Therefore, in some cases, it
may be more economical to use external carriers instead of using an internal
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vehicle to serve one or very few customers. Also, if total demand is greater than
whole capacity of the heterogeneous internal fleet, logistics managers have to
consider using an external carrier. Selecting the right mode to transport a ship-
ment may yield significant cost savings to the company.

Routing and Carrier Selection Problem (RCSP) consists of the routing fixed
number of vehicles with the limited capacity from the central warehouse to the
customers with known demand. The objective is to minimize overall cost, which
consists of the three parts: fixed cost of the using necessary vehicles in the
internal fleet, variable transportation cost of routing every vehicle and a cost
of freight for remaining customers (not served by internal fleet) charged by ex-
ternal carriers. RCSP is a NP-hard problem, as an generalization of the well
known vehicle routing problem.

2. Related work

The routing problems are well-known combinatorial optimization problems and
many approaches for solving these have been proposed. Good survey of new
contributions can be found in [10] and for multi-objective case in [11].

However, only in several papers the problem with the vehicle routing when
external carrier services are available, was considered. In [2] a fleet planning
problem for long-haul deliveries with fixed delivery locations and an option to
use an external carrier is considered. Static problem with a fixed fleet size
and optional use of a outside carrier is considered in [1]. In [12] is described
a methodology to address the fleet size planning and to route limited vehicles
from a central warehouse to customers with random daily demands is devel-
oped. Paper [7] considered the problem where the company has only one vehi-
cle.

In [5] selected customers were served by the external carriers, then used the
modified version of heuristic proposed by [6] to construct the routes to serve
the remaining customers and finally uses the local search (steepest descent
heuristics) to improve the obtained solution.

The method proposed in [3], is named SRI (Selection, Routing and Improve-
ment) heuristic, and it is composed of the following steps: (a) select customers
to be served by the external carrier, (b) construct a first initial solution, (¢) im-
prove the obtained solution, (d) construct another initial solution, and (e) im-
prove the second solution. Then, the best obtained solution is retained as a
final solution. Use of two initial solutions increases chance to get good solu-
tions within a very reasonable computation time.

Paper [4] describes metaheuirstic that uses perturbation procedure in the
construction and improvement phases. It also performs exchanges between
the sets of customers served by the private fleet and the common carrier. The
obtained results clearly indicate that perturbation metaheuirstic is useful tool for
solving RCSP.
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A tabu search heuristic with a neighborhood structure based on ejection
chains is described in [20]. In is empirically demonstrated that proposed algo-
rithm slightly outperforms previous approaches reported in the literature.

3. Mathematical formulation

In our problem one central warehouse is considered. All vehicles start at the
warehouse and return back to it. Also, the demands of all customers are known
in advance and they cannot exceed the vehicle capacity. Each customer also
has to be served by exactly one vehicle (either from internal fleet or by external
carrier).

In the following an integer programming model given in [5] is presented:

min (Zzzcij‘kxi]‘k + Zeizi) (1)
i=1

i=1j=1 k=1
m
Zym =m (2)
k=1
i+ yw=1  i=2m; (3)
k=1
> ai ik < Qn k=1,m; (4)
i=1
injk = Yik 7= l,n; k’ = 1,m; (5)
j=1
ijik = Yik i=1,mn k=1m; (6)
j=1

szijk <|8]—-1 for all subsets S €{2,3,...,n}, k=1,n; (7)
i€s jes

zije €{0,1}; yir € {0,1};2; € {0,1}; i=1,n; j=1,n k=1,m; (8)

In relations (1)-(8) the number of customers is denoted by n and number of
vehicles by m. The coefficients fi, and @ are fixed cost and capacity of vehicle
k(k=1,..,m). q; and e; represent demand and cost charged by external carrier
(if it is used) of customer i (: = 1, ..,n). Transportation cost of truck k traveling
from customer i to customer j is represented by c;;. Variable z; = 1 if customer
1 is served by external carrier, and 0 otherwise. Similarly, y;, = 1 if customer i is

ComSiIS Vol. 9, No. 1, January 2012. 51



J. Kratica et al.

served by vehicle k and x;;;, = 1 if vehicle k travels from customer i to customer
7]

Constraint (2) ensures that all vehicles have been assigned to customers, (3)
ensures that every customer is served by internal fleet or external carriers, (4)
denotes vehicle capacity constraint, while (5) and (6) ensure that a vehicle ar-
rives to a customer and also leaves that location. Subtour breaking constraints
are given in (7).

There is another ILP formulation (with polynomial number of constraints)
for RCSP, proposed in [4]. Moreover, we use ILP formulation only to explain
problem, but without applying it in our algorithm.

4. Proposed genetic algorithm

Genetic algorithms (GAs) are robust stochastic search techniques which imitate
some spontaneous optimization processes in the natural selection and repro-
duction. At each iteration (generation) GA manipulates a set (population) of en-
coded solutions (individuals), starting from either randomly or heuristically gen-
erated one. Individuals from the current population are evaluated using a fitness
function to determine their qualities. Good individuals are selected to produce
the new ones (offspring), applying operators inspired from nature (crossover
and mutation), and they replace some of the individuals from the current popu-
lation. Genetic algorithms are easily hybridized with other methods (for example
see [16, 18]).

A global description of used genetic algorithm is given by pseudo-code in
Figure 1.

Npop denotes the number of individuals in a population and val(7) is objec-
tive value of i-th individual.

Detailed description of GAs is out of this paper’s scope and it can be found
in [19]. Extensive computational experience on various optimization problems
shows that GA often produces high quality solutions in a reasonable time. Some
of recent applications are [8, 14,17].

In this section we shall describe a GA implementation for solving the Rout-
ing and Carrier Selection Problem - RCSP. Computational results summarized
in Tables 1 and 3 are very encouraging and give further justification of GA ro-
bustness.

4.1. Representation and objective function

The representation of individuals in this GA implementation is completely dif-
ferent from the other GA approaches for vehicle routing problems. In other GA
methods, representation of particular gene include customer number in current
problem instance. Customer’s number usually is not an important value in the
particular problem instance. For example, if customers are permuted in problem
instance, solution value will remain the same.
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Input_Datal();
Population_Init();
while not Finish() do
for i:=1 to Npop do
if (Exist_in_Cache (1))
then
val (i) := Get_Value_From_Cache () ;
else
val (1)
endif
Update_Cache_Memory () ;
endfor
Fitness_Function () ;
Selection () ;
Crossover () ;
Mutation () ;
endwhile
Output_Data();

Objective_Function (i) ;

Fig. 1. The basic scheme of our GA implementation

In order to use problem instance’s characteristics in better way, in our GA im-
plementation each gene represents relative distance between current customer
and other unserved customers. This idea emerges from fact that in the optimal
route of every vehicle consecutive customers are often close to each other. This
means, if we increase chances of choosing relatively close customers in route
of current vehicle, that will lead genetic algorithm toward promising regions of
search space.

In the initial part of the GA, for every customer, we arrange other customers
in the non-decreasing order of their distances (see Example 1). Genetic code of
each individual consists of the n — 2 genes, since the customer 1 is warehouse
and it has not demand. The last customer is determined by all previous. Pro-
cedure starts from the warehouse and the first vehicle. We take the gene that
corresponds to current vehicle and current customer from the genetic code. If
that gene has value r, we take the r + 1th closest unserved customer (ware-
house is also not counted) from the matrix described above. If that customer
has demand that can be served by current vehicle, we add it to the route of
the current vehicle. If its demand exceeds capacity of current vehicle, the vehi-
cle returns to warehouse. In that case, next vehicle is used, current customer
is moved to warehouse and previous procedure is repeated. Due to the fact
that load of vehicles is determined in sequential way, subsequent vehicles are
empty. When there are no more vehicles available, demands of remaining cus-
tomers are served by external carriers.

Example 1. Instance chul from [5] has n=6 customers and m=2 vehicles:
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customers: vehicles: Customers arranged

i xcoord ycoord g e k 0 f by distance:

1 35 35 0 0 1 40 60 1: 2 36 45
2 41 49 10 90 2 30 50 2: 4156 3
3 35 17 7 108 3: 1 56 2 4
4 55 45 13 132 4: 21536
5 55 20 19 150 5: 34126
6 15 30 26 120 6: 1 3 2 5 4

Vehicles of the internal fleet have transportation costs $1.5/per mile (number
of miles is rounded to integer). Suppose that the genetic code is 31 0 1. The
first gene 3 means that the 4th closest (unserved) customer to open warehouse
is chosen (customer 4). The second gene 1 is applied to customer 4 and its 2nd
closest unserved customer is chosen (customer 5, since open warehouse is not
count into the account). The third gene 0 denotes that the closest customer is
chosen (customer 3). Since the 2nd closest unserved customer is 2 (1 and 5
are served) and its demand exceeds the capacity of vehicle 1 (13+19+7410 =
49 > 40), vehicle must go to the warehouse (route of the 1st vehicle is: 1 4 5
3 1). We continue with the next (second) vehicle. The 2nd closest unserved
customer of the warehouse is 6 (2 is closest, 3 is previously served). Since the
demand of last customer 2 exceeds the capacity of vehicle 2 (26 + 10 > 30) and
there are no more vehicles, customer 2 is served by an external carrier. Then,
the route of vehicle 2 is: 1 6 1. This solution is optimal (see [3] or [5]) and has
total cost of 387.5 .

4.2. Genetic operators

Our GA implementation experimented with tournament and fine-grained tour-
nament selection - FGTS (described in [9]). The FGTS depends on the real
parameter Fy,.- - the desired average tournament size that takes real values.
Actually, the average tournament size should be as close as possible to Fiy.-. It
is implemented using two types of tournaments. During one generation, tourna-
ments are held with different number of competitors. The first tournament type
is held &k, times and its size is | Fi. |- The second type is performed k- times
with [}, | individuals participating (|| = r and [z] =s < r < z < s and
r,s € Z, x € R) that implies Fiou, ~ 2 LF’"“TH’” [Fiour]

The crossover operator is applied on a selected pair of parents produc-
ing two offspring. The one-point crossover is applied by randomly choosing
crossover points and simply exchanging the segments of the parents’ genetic
codes. Crossover points are chosen on gene borders to prevent disruption of
good genes. For example, if every gene has length 4, only possible crossover
points are 4, 8, 12, etc.

The standard simple mutation operator is performed by changing a randomly
selected gene in the genetic code of the individual, with a certain mutation rate.
Since the number of genes in this GA implementation is n — 2, the mutation rate
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is -24.. Extensive computational experience on various optimization problems
shows that this rate is appropriately chosen.

4.3. Caching GA

The running time of the GA is improved by caching (see [13]). The evaluated
objective functions are stored in the hash-queue data structure, with the corre-
sponding genetic codes. When the same genetic code is obtained again during
the GA, the objective value is taken from the hash-queue table, instead of com-
puting the objective function. The Least Recently Used (LRU) strategy is applied
for caching GA. The number of cached function values is limited to 5000 in this
implementation.

4.4. Other GA aspects

The population numbers 150 individuals and in the initial population (the first
generation) is randomly generated. This approach provides maximal diversity
of the genetic material and better gradient of objective function. A steady-state
generation replacement with elitist strategy is used. In this replacement scheme
only N,.ner = 50 individuals are replaced in every generation, while the best
Neiite = 100 individuals are directly passed in the next generation preserving
highly fitted genes. The elite individuals do not need recalculation of objective
value since each of them is evaluated in one of the previous generations.

Duplicated individuals are removed from each generation. Their fitness val-
ues are set to zero, so that selection operator prevents them from entering into
the next generation. This is very effective method for saving the diversity of ge-
netic material and keeping the algorithm away from premature convergence.
The individuals with the same objective function but different genetic codes in
some cases may dominate the population. If their codes are similar, the GA can
lead to local optimum. For that reason, it is useful to limit their appearance to
some constant. In this GA application this constant is set to 40.

5. Computational results

In this section the computational results of the GA method and comparisons
with existing algorithms are presented. All tests were carried out on an Intel
1.4 GHz with 256 MB memory. The algorithms were coded in C programming
language. We tested our GA method on all RCSP instances proposed in [5] and
[3].

The finishing criterion of GA is the maximal number of generations N,
= 5000. The algorithm also stops if the best individual or best objective value
remains unchanged through N,..,, = 2000 successive generations. Since the re-
sults of GA is nondeterministic, method was applied 20 times on each problem
instance.

The Table 1 summarizes the GA result on instances described above and is
organized as follows:
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the first three columns contain the test instance name, the number of cus-
tomers and vehicles respectively;

the fourth column contains the optimal solution, named Opt for all solutions
that are proved to be optimal. For instances chu5 and new5 optimal solution
is not known because CPLEX in [3] was stopped after 150 hours. For this
reason best known solution of CPLEX for these instances is noted with x.;
the best solution obtained by GA in 20 runs, named G A, is given in fifth
column;

the average running time (t) used to reach the final GA solution for the first
time is given in the sixth column, while the seventh and the eighth column
(t;or and gen) show the average total running time and the average number
of generations for finishing GA, respectively;

in the last two columns ewval represents the average number of the objective
function evaluations, while cache displays savings (in percent) achieved by
using the caching technique.

Routes of internal vehicles and which customers are served by external car-

riers are presented in Table 2. The first column display instance’s name, while
the next two columns, presents information about optimal and GA solutions,
respectively.

Next, in Table 3, we compare results of the GA method with Chu heuristic

from [5] and SRI from [3]. The first two columns in Table 3 display instance’s
name and optimal solution. Next three columns contain results of GA: best GA
solution in 20 runs, average time ¢ in seconds needed to detect the best GA so-
lutions and t;,; represents the total time (in seconds) needed to reach finishing
criterion. Next two columns taken from [5] represent best solution and running
time of the his heuristic. Since running times of SRI heuristic is not reported in
[3], last column represents only solution values obtained by SRI heuristic.

Table 1. GA results

Inst n m Opt G Apest t tiot gen eval  cache
(sec) (sec) (%)
chul 6 2 3875 opt 0.002 0.910 2001 3025 97.0
chu2 11 2 586.0 opt 0.075 1.357 2107 71695 32.1
chu3 16 3 823.5 opt 0.199 1.667 2261 85229 24.7
chu4 23 2 1389.0 1407.0 0.784 2.923 2742 125115 8.9
chus5 30 3 1441.5* 1461.0 2.222 4.780 3556 167732 5.7
newl 6 2 4235 opt 0.002 0.903 2005 2947 971
new2 11 2 4765 opt 0.022 1.316 2032 65566 35.6
new3 16 3 777.0 opt 0.647 2.113 2838 105460 25.8
new4d 23 2 1521.0 1545.0 0.449 2.603 2422 111690 8.0
news 30 3 1609.5* b.k. 1.652 4.372 3189 149655 6.3

Optimal solutions in Tables 1 and 3 are noted by opt, instances that are

not tested by n.t. and best known solutions by b.%. Although, Table 3 does not

56
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Table 2. Routes of vehicles

Inst  Optimal solution G A solution
Chul Route 1:1-3-5-4-1 Route 1:1-4-5-3-1
Route 2:1-6-1 Route 2:1-6-1
External carrier:2 External carrier:2
Chu2 Route 1:1-4-3-10-11-5-1 Route 1:1-4-3-10-11-5-1
Route 2:1-2-9-8-7-1 Route 2: 1-7-8-9-2-1
External carrier:6 External carrier:6
Chu3 Route 1:1-14-16-6-3-2-7-1 Route 1: 1-7-2-3-6-16-14-1
Route 2:1-8-12-15-9-1 Route 2: 1-8-12-15-9-1
Route 3:1-4-10-11-13-1 Route 3: 1-13-11-10-4-1
External carrier:5 External carrier:5
Chu4 Route 1:1-8-22-5-6-9-10-14-12-13-1 Route1:1-19-20-23-21-18-15-16-17-
Route 2:1-7-2-3-4-17-16-15-18-23-  4-3-2-7-14-12-13-1
21-20-19-1 Route 2: 1-22-5-6-9-10-8-1
External carrier:11 External carrier:11
Chu5 Route 1:1-21-23-3-6-5-4-20-1 Route 1: 1-20-21-4-5-6-2-7-25-26-
30-28-29-27-1
Route 2:1-16-17-14-8-18-10-15- Route 2: 1-19-24-15-9-18-10-8-14-
9-13-12-11-24-19-1 17-16-13-12-11-1
Route 3:1-27-28-29-30-26-25-2-7-1  Route 3: 1-13-11-10-4-1
External carrier:22 External carrier:22
New1 Route 1:1-6-4-1 Route 1: 1-6-4-1
Route 2:1-2-5-1 Route 2: 1-2-5-1
External carrier:3 External carrier:3
New2 Route 1:1-2-5-8-11-6-10-1 Route 1: 1-8-2-5-11-6-10-1
Route 2:1-7-4-9-1 Route 2: 1-7-4-9-1
External carrier:3 External carrier:3
New3 Route 1: 1-9-11-14-3-5-1 Route 1: 1-5-3-14-11-9-1
Route 2: 1-13-8-16-12-6-1 Route 2: 1-6-12-16-8-13-1
Route 3: 1-2-10-4-15-1 Route 3: 1-2-10-4-15-1
External carrier:7 External carrier:7
New4 Route 1: 1-16-2-9-7-21-18-5-8-1 Route 1: 1-17-14-15-12-3-13-10-4-
Route 2: 1-23-6-20-19-4-22-10-13-  22-19-20-6-5-23-1
3-12-15-14-17-1 Route 2: 1-8-18-21-7-9-2-16-1
External carrier:11 External carrier:11
New5 Route 1:1-23-26-4-22-16-19-5-7-9-  Route 1:1-23-26-4-22-16-19-5-7-9-

24-14-11-1

Route 2: 1-18-12-29-2-17-28-1
Route 3: 1-25-10-8-15-30-21-27-
13-20-6-1

External carrier:3

24-14-11-1

Route 2: 1-25-10-8-15-30-21-27-
13-20-6-1

Route 3: 1-1-18-12-29-2-17-28-1
External carrier:3
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Table 3. GA compared with Chu and SRI heuristic

Inst Opt GA Chu SRI
Sol tls]  teor[s]  Sol t[s] Sol
chut 3875 opt 0.002 0.910 opt 3.14 opt
chu2  586.0 opt 0.075 1.357 631 4.58 opt
chu3  823.5 opt 0.199 1.667 900.0 5.88 826.5
chu4 1389.0 1407.0 0.784 2.923 1681.5 8.42 opt
chu5 1441.5* 1461.0 2222 4.780 1917 11.06 1444.5
newi 4235 opt 0.002 0.903 n.t. n.t. opt
new2 476.5 opt 0.022 1.316 n.t. n.t. opt
new3 777.0 opt 0.647 2.113 n.t. n.t. 804.0
new4 1521.0 1545.0 0.449 2.603 n.t. nt.  1564.5
new5 1609.5° bk. 1.652 4.372 n.t. n.t. b.k.

contain complete comparisons on all instances, because instances newl-new5
are proposed in [3], after publication of the paper [5]).

The data from Table 3 show that the GA method reached optimal solution
(or best known solution for chu5 and new5 instances) in 7/10 cases, SRl in 6/10
cases and Chu heuristic only in 1/5 cases. For more clear comparison, solutions
in Table 3, that are strictly better than solutions of other methods are bolded
and underlined. We can see that GA is strictly better than other methods in 3
cases (chu3, new3, new4), SRl is strictly better than other methods in 2 cases
(chu4, chub), while Chu heuristic is never strictly better than other methods.
From these results, it is quite obvious that GA and SRI outperform Chu heuristic,
GA also obtain better solutions than SRI. It is obvious that GA produces high
quality solutions in the reasonable time.

Our GA approach is also tested on large-scale instances from [4], both ho-
mogeneous and heterogeneous, and results are presented in Table 4 and Table
5. In that case our GA algorithm is hybridized with local search used in [20]. Lo-
cal search is not applied on each individual since it is very time consuming. The
strategy of applying local search from [15] is reapplied for this problem.

For all large-scale instances the optimal solution is not known, so the best
solutions reported in the literature are used instead of optimal ones.

6. Conclusions

We present new heuristic, based on a genetic search framework, for solving
the Routing and Carrier Selection Problem. Arranging unserved customers in
non-decreasing order by their distances from current customer directs GA to
promising search regions. Computational experiments on existing RCSP in-
stances demonstrate the robustness of the proposed algorithms with the re-
spect to the solution quality and running times. Comparisons with results from
the literature show the appropriateness of proposed algorithm.
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Table 4. GA results on large homogeneous RCSP instances

Inst Best GA

Sol t[s] tiot[8]
CE-01 1119.47 1158.98 48.778 49.666
CE-02 181452 1893.66 90.213 91.234
CE-03 1921.1 1987.75 104.078 111.434
CE-04 25155 2668.87 191.656 204.088
CE-05 3097.99 3279.64 308.912 342.056
CE-06 1207.47 1233.20 46.605 47.316
CE-07 2004.53 2086.17 91.102 91.969
CE-08 2052.05 2130.82 107.776 113.816
CE-09 2429.19 2558.70 204.949 224.706
CE-10 3393.41 3598.36 314.969 358.665
CE-11 2330.94 2383.34 125.611 137.418
CE-12 1952.86 2042.84 105.744 111.045
CE-13 2858.94 2929.02 125.086 163.665
CE-14 2214.14 2338.22 101.846 103.830
G-01 14160.77 14910.52 479.625 629.328
G-02 19208.52 20258.91 1699.072 4568.416
G-03 24592.18 25941.17 7691.849 13529.265
G-04 34607.12 36083.77 9697.439 22360.709
G-05 14249.82 14875.44 1002.598 1803.100
G-06 21498.03 22440.03 3231.161  4826.779
G-07 23513.06 24621.42 6638.286 11098.164
G-08 30073.56 31326.38 7311.450 12532.019
G-09 1323.57 1368.47 2032.363 3236.873
G-10 1590.82 1646.20 5633.333 7682.187
G-11 2166.66 2235.24 9246.969 17381.100
G-12 2490.01 2578.12 18287.615 32100.689
G-13 2268.32 2347.49 772.484 1113.649
G-14 2693.35 2796.74 1487.419  2454.822
G-15 3157.31 3283.07 3264.514 5083.658
G-16 3637.52 3804.04 6351.355 11131.333
G-17 1631.49 1898.36 329.982 372.932
G-18 2691.61  3079.03 613.516 851.768
G-19 3452  3940.71 878.972 1110.866
G-20 4272.98 4823.76 1085.466 1606.512
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Table 5. GA results on large heterogeneous RCSP instances

Inst Best GA

Sol t[s] tiot[S]
CE-H-01 1191.7 1203.27 45.697 49.168
CE-H-02 1790.67 1860.84 92.357 94.371
CE-H-03 191796 1988.73 101.455 109.335
CE-H-04 247516 2622.24 191.363 206.061
CE-H-05 3143.01 3314.16 308.520 340.371
CE-H-06 1204.48 1210.75 50.987 51.531
CE-H-07 2025.98 2108.23 89.202 90.408
CE-H-08 1984.36 2057.75 109.998 119.157
CE-H-09 2438.73 2601.96 212.156 233.717
CE-H-10 3267.85 3415.40 326.473 382.491
CE-H-11 2303.13 2381.52 121.292 139.536
CE-H-12 1908.74 1954.80 104.721 109.677
CE-H-13 2842.18 2883.67 124.298 143.939
CE-H-14 1907.74 1988.79 104.464 111.559
G-H-01 14174.27 14812.40 460.866 661.852
G-H-02 18537.7 19395.20 2216.556 4757.013
G-H-03 25177.92 26523.43 5994.606 14040.338
G-H-04 34589.11 36261.53 12965.626 23744.678
G-H-05 15411.82 16254.20 572.518 889.646
G-H-06 19859.3 20717.86 2509.686 5350.663
G-H-07 23481.28 24727.21 5475.465 10955.261
G-H-08 27334.84 28605.47 13105.465 23568.062
G-H-09 1329.27 1386.03 1904.543 3259.721
G-H-10 1554.96 1622.14 4642.931 8750.368
G-H-11 2191.23 2266.04 6885.852 14759.343
G-H-12 2482.92 2580.32 14375.062 32527.158
G-H-13 2231.88 2330.81 839.558 1256.318
G-H-14 2682.85 2809.86 1043.280 2687.650
G-H-15 3123.6 3285.70 2379.560 5963.082
G-H-16 3621.85 3780.43 5750.238 10786.368
G-H-17 1664.08 1932.18 344.216 379.060
G-H-18 2708.73  3062.08 571.672 729.860
G-H-19 3443.59 3892.96 717.370 1004.026
G-H-20 4306.53 4865.32 930.398 1450.434
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Our future research will be directed to parallelization of the presented GA,

incorporation it in exact methods and its applying in solving similar routing prob-
lems.
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