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1. Introduction

The phenomenon of time-delay is very common in practical engineering systems, 
such as chemical systems, biological systems, mechanical systems, and networked 
control systems. Frequently, the time-delay is not constant but time-varying. The 
existence of time-delay might result to the performance deterioration or even 
instability of system. A large number of researchers were involved in the study of 
time-delay systems (see [1-8] and references therein).

In practice, due to environmental noise, uncertain or slowly varying parameters 
and time-delay, the most real problems can be modelled by systems with interval time-
varying delay, nonlinear perturbations and parameter uncertainties. The nonlinearities 
and/or parameter uncertainties also can cause instability and poor performance of 
practical systems. Many nonlinearities can be approximated by a function that satisfy 
the growth Lipschitzian condition, while the most uncertainties can be characterized 
by norm-bounded time-varying structured perturbations. Consequently, the stability 
problem of time-delay systems with nonlinear perturbations and parameter 
uncertainties has received increasing attention (see [9-19] and reference therein).

The most of the existing literature related to system stability focus upon 
Lyapunov asymptotic stability, which is defined over an infinite-time interval. 
However, in many practical applications, this concept is often insufficient to study the 
transient performances of a system. A system can be Lyapunov stable but completely 
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useless because it possesses undesirable transient performances. For example, the 
temperature, pressure or some other parameters in industrial processes should be 
kept within specified bounds in a prescribed time interval. In order to study these 
problems, the concept of finite-time stability (FTS) was introduced in [20] and [21]. 
In that sense, a system is said to be FTS during a fixed time interval if its state do 
not exceed some prescribed bound for bounded initial states. Initially, the concept 
of FTS had only academic significance. With the development of the theory of linear 
matrix inequalities (LMIs), this stability concept has attracted remarkable attention 
of researchers, see for instance [22], [23] for continuous and [24-26] for discrete-
time regular systems. Recently, the method of FTS is applied to various systems, such 
as nonlinear systems, neural network systems, fuzzy systems, switched systems and 
uncertain systems. Also, FTS and finite-time H∞ control problems have attracted 
great attention from both academic and industrial community (see [27] and [28]).

The concept of finite-time stability can be also applied to time-delay systems. 
Some early results of FTS for constant time-delay systems can be found in [29]. The 
results of these investigations are conservative since they are based on restrictive 
algebraic inequalities. Recently, using LMIs, less conservative results are obtained 
for FTS of time-delay systems [30-39]. In many practical systems, time delay is not 
constant but time-varying. In particular, many researchers pay attention to the 
systems with interval time-varying delay, which means the lower bound of time 
delay is not restricted to zero (see [13-18] for Lyapunov stability and [19], [35-39] 
for FTS).

The FTS for continuous-time systems with time-varying delay and the nonlinear 
perturbations and/or parameter uncertainties are discussed in [19, 31, 38] and [40-49]. 
However, to the best of our knowledge, a few works, which refer to the FTS of discrete-
time systems with interval time-varying delay, nonlinear perturbations and parameter 
uncertainties, have been published up to date. These articles study the following systems 
and their properties: neural networks with Markovian jumps [50], uncertain discrete 
jump systems [51], and discrete-time switched nonlinear systems [52].

The goal of this paper is to present the main authors’ results in the FTS analysis 
of continuous [44] and discrete-time [47] systems with interval time-varying delay, 
nonlinear perturbations and parameter uncertainties. The new integral inequality 
(II) for continuous quadratic function with exponential weights and new finite sum 
inequality (FSI) for discrete quadratic function with the power weights are derived. 
It has shown that the II and FSI are less conservative then the corresponding 
continuous and discrete Jensen’s inequality. Further, the new continuous Lyapunov-
Krasovskii like functional (CLKLF) with exponential weights ( )t seγ −  (for continuous- 
time systems) and discrete Lyapunov-Krasovskii like functional (DLKLF) with 
power weights 1k jγ − −  (for discrete-time systems) are proposed. By using II (FSI), 
the inequality ( ( )) ( (0))tV x t e V xγ<  ( ( ) (0))kV k Vγ<  is obtained and more precisely 
estimations of upper bound of ( (0))V x  ( (0))V  and  lower bound of ( ( ))V x t   ( ( ))V k  
are estimated. As special cases, the problems of FTS for nominal systems with 
constant or time-varying delay are considered. Finally, the numerical examples 
are presented to illustrate the effectiveness of the developed results and their 
improvement over the existing literature.
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The rest of the paper is organized as follows. In Section 2, the problem formulation is 
given and new integral inequality and new finite sum inequality are derived. Sections 3 and 
4 present FTS for continuous and discrete-time delay systems with nonlinear perturbations 
and parameter uncertainties, respectively. Finally, some numerical examples with system 
simulations is presented in Section 5 to show the effectiveness of the proposed criteria.

Notations. Z +  denotes the set of all real non-negative numbers. The matrix 
transposition was denoted by a superscript ‘T‘. nℜ  and n m×ℜ  are the n-dimensional 
Euclidean spaces and the set of all real matrices having dimension n × m, respectively. 

0X >  ( 0)X ≥  denotes a real positive definite (semi-definite) matrix, while X Y>  
( )X Y≥  implies that the matrix X Y−  is a positive definite (semi-definite) matrix. 

max ( )Xλ  min( ( ))Xλ  denotes the maximum (minimum) of eigenvalues of a real 
symmetric matrix X. The symbol * within a matrix represents the symmetric term 
of the matrix. NF is short for “it is not feasible”.

2. Problem formulation and preliminaries

2.1. Continuous-time systems. Consider the following continuous-time system 
with time-varying delay and nonlinear perturbations:

( ) ( ) ( ( )) ( ( ), ) ( ( ( )), ),
( ) ( ), [ ,0]θ φ θ θ

= + − + + −
= ∈ −

 d

M

x t Ax t A x t d t f x t t g x t d t t
x d

		  (1)

where ( ) nx t ∈ℜ is the state vector, n nA ×∈ℜ  and n n
dA ×∈ℜ  are known constant 

matrices. The time-varying delay function ( )d t  satisfies 

( ) , ( ) 1m Md d t d d t ρ≤ ≤ ≤ <  						      (2)

The initial condition, ( )φ θ , is a continuous and differentiable vector-valued 
function of [ ,0]Mdθ ∈ −   whose the first derivative satisfies

[ ,0]
sup ( ) ( )

M

T

dθ
φ θ φ θ δ

∈ −
≤   							      (3)

( ( ), )f x t t  and ( ( ( )), )g x t d t t−  are unknown functions, which represent nonlinear 
perturbations with respect to the current state ( )x t  and delay state ( ( ))x k d t− , 
respectively. In this paper, we assume the following restrictions on the perturbations

( ( ), ) ( ( ), ) ( ) ( )
( ( ( )), ) ( ( ( )), ) ( ( )) ( ( ))

T T T T

T T T T
d d d

f x t t f x t t x t F Fx t
g x t d t t g x t d t t x t d t F F x t d t

ε

ε

≤

− − ≤ − −
  		  (4)

where F  and dF  are known real constant matrices, and ε , dε  are known positive 
scalars [13-16].

In case when the perturbations ( ( ), )f x t t  and ( ( ( )), )g x t d t t−  can be described as 
linear vector functions,  

( )( ( ), ) ( ) ( ), ( ( )), ( ) ( ( ))df x t t A t x t g x t d t t A t x t d t= ∆ − = ∆ −    		  (5)

where ( )A t∆  and ( )dA t∆  are parametric structured uncertainties, the system (1) 
becomes [16-18]:
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( ) ( )( ) ( ) ( ) ( ) ( ( )), ( ) ( ), [ , 0]d d Mx t A A t x t A A t x t d t x dθ φ θ θ= + ∆ + + ∆ − = ∈ −
	
(6)

In practice, ( )A t∆  and ( )dA t∆  are assumed to be norm-bounded as

[ ] [ ]( ) ( ) ( )d dA t A t G t H H∆ ∆ = ∆  			    		  (7)

where G , H  and dH  are known real constant matrices, and ( )t∆  is an uncertain 
matrix function which satisfies 

	 ( ) ( )T t t I∆ ∆ ≤  							       (8)

By introducing a new variable ( )( ) ( ) ( ) ( ( ))dz t t Hx t H x t d t= ∆ + − , the system (6) 
can be expressed as follows:

( )( ) ( ) ( ( )) ( ), ( ) ( ) ( ) ( ( )) ,
( ) ( ), [ ,0]θ φ θ θ

= + − + = ∆ + −

= ∈ −

 d d

M

x t Ax t A x t d t Gz t z t t Hx t H x t d t
x d

 	  
(9)

In the case where the system (1) does not contain the perturbations, i.e. 
( ( ), ) 0, ( ( ( )), ) 0f x t t g x t d t t= − = , then the following nominal system is obtained:

	 ( ) ( ) ( ( )), ( ) ( ), [ , 0]d Mx t Ax t A x t d t x dθ φ θ θ= + − = ∈ −  		  (10)

To study the finite-time stability of the systems (1), (6) and (10), we introduce 
the following definition.

Definition 1. [44] The systems (1), (6) and (10) are said to be finite-time stable 
(FTS) with respect to ( , , )Tα β , where 0 α β≤ < , if 

[ ,0]
sup ( ) ( ) ( ) ( ) , [0, ]

M

T T

t d
t t x t x t t Tφ φ α β

∈ −
≤ ⇒ < ∀ ∈ 			   (11)

The following lemma will be used for the derivation of the main results.
Lemma 1. [44] For any appropriately dimensioned matrices 0TZ Z= > , n nZ ×∈ℜ  , 

m nM ×∈ℜ  and positive scalars 1d , 2 1d d>  and ,γ  the following inequality holds

( )
1

2

( ) 1
1 2( ) ( ) ( ) ( ) 2 ( ) ( ) ( )

t d
t s T T T T

t d

e x s Zx s ds t MZ M t t M x t d x t dγ ξ ε ξ ξ
−

− −

−

− ≤ + − − −∫    	 (12)

where  ( ) ( ) /x t dx t dt=  and

( )1 2 /d de eγ γε γ− −= −  							       (13)
1( ) mtξ ×∈ℜ  is the vector function which contains suitably selected variables and/or 

functions. 
Proof. Using the following inequality:

( ) ( ) ( )
1

2

1( ) ( ) ( )( ) ( ) ( ) ( ) 0
t d

TT t s t s T t s

t d

M t e Zx s e Z M t e Zx s dsγ γ γξ ξ
−

−− − −

−

+ + ≥∫    	 (14)

we obtain:
1 1

2 2

1

2

1 ( ) 1

( )

( ) ( ) 2 ( ) ( )

( ) ( ) 0

γ

γ

ξ ξ ξ
− −

− − − −

− −

−
−

−

+

+ ≥

∫ ∫

∫



 

t d t d
T T t s T

t d t d

t d
t s T

t d

t MZ M t e ds t MZ Z x s ds

e x s Zx s ds

 			 
(15)
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which implies

( )
1

2

( ) 1
1 2( ) ( ) ( ) ( ) 2 ( ) ( ) ( )

t d
t s T T T T

t d

e x s Zx s ds t MZ M t t M x t d x t dγ ξ ε ξ ξ
−

− −

−

− ≤ + − − −∫    (16)

This completes the proof.                                                                                                ◻

Remark 1. In this lemma, dimension and structure of the vector ( )tξ  can be 
adopted according to considered stability problem. Lemma 1 represents a new 
result that has been utilized for the estimation of the upper bound of the integral 
term with exponential function, which appears in derivative of LKLF. 

2.2. Discrete-time systems. Consider a discrete-time uncertain system with 
interval time-varying delay and nonlinear perturbations: 

( ) ( )
( ) ( )

{ }

( 1) ( ) ( ) ( ) ( ( ))

( ), ( ( )),

( ) ( ), , 1, , 1,0φ

+ = + ∆ + + ∆ −

+ + −

= ∈ − − + −

d d

M M

x k A A k x k A A k x k d k

f x k k g x k d k k

x j j j d d

			 

									         (17)

where k Z +∈ , ( ) nx k ∈ℜ  is the state vector, , n n
dA A ×∈ℜ  are known real constant 

matrices and ( )d k  is time-varying delay satisfying

	 0 ( ) ,m M m Md d k d d d< ≤ ≤ <  					     (18)

where md  and Md  are known positive constants. The ( )jφ  denotes a vector-valued 
initial function which satisfies

{ }
( ) ( )

, 1, , 1
sup ( 1) ( ) ( 1) ( )

M M

T

j d d
j j j jφ φ φ φ δ

∈ − − + −
+ − + − ≤



 			   (19)

( )( ),f x k k  and ( )( ( )),g x k d k k−  are unknown nonlinear perturbations with respect 
to the current state ( )x k   and discrete delay state ( )x k h− , respectively, which satisfy 
the following conditions [40-42]

( ) ( )
( ) ( )

( ), ( ), ( ) ( )

( ( )), ( ( )), ( ( )) ( ( ))

T T T

T T T
d d

f x k k f x k k x k F Fx k

g x k d k k g x k d k k x k d k F F x k d k

≤

− − ≤ − −
 	 	

(20)

where  and dF   are known real constant matrices. 
The parameter structured uncertainties ( )A k∆  and ( )dA k∆  are assumed to be 

the form [19, 31, 38, 43]:

[ ] [ ]( ) ( ) ( )d dA k A k G k H H∆ ∆ = ∆  					     (21)

where G , H  and dH  are known real constant matrices, and ( )k∆  is unknown real 
time-varying matrix satisfying 

( ) ( )T k k I∆ ∆ ≤  							       (22)

By introducing a new variable ( )z k , the system (17) can be expressed as follows:

	 ( ) ( )
( )

{ }

( 1) ( ) ( ( )) ( ) ( ), ( ( )),

( ) ( ) ( ) ( ( )) ,

( ) ( ), , 1, , 1,0φ

+ = + − + + + −

= ∆ + −

= ∈ − − + −

d

d

M M

x k Ax k A x k d k Gz k f x k k g x k d k k

z k k Hx k H x k d k

x j j j d d

 	

(23)
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If the system (17) does not contain the perturbations and uncertainties, then the 
following nominal system is obtained:

{ }( 1) ( ) ( ( )), ( ) ( ), , 1, , 1,0d M Mx k Ax k A x k d k x j j j d dφ+ = + − = ∈ − − + −  	(24)

To study the finite-time stability of the discrete-time systems  with time-varying 
delay, we introduce the following definition and lemma.

Definition 2. [47] The discrete-time systems (17) with time varying delay are 
said to be finite-time stable (FTS) with respect to ( , , )Nα β , where 0 α β≤ <  , if  

{ }
{ }

, 1, ,0
sup ( ) ( ) ( ) ( ) , 1, 2, ,

M M

T T

j d d
j j x k x k k Nφ φ α β

∈ − − +
≤ ⇒ < ∀ ∈



 	 (25)

Lemma 2. [47] For any appropriately dimensioned matrices 0Z > , n nZ ×∈ℜ , 
m nM ×∈ℜ , positive integers 1d , 2 1d d>  and positive scalar γ , the following inequality 

holds	

( )

1

2

1

1
1 2

( ) ( )

( ) ( ) 2 ( ) ( ) ( )

γ

ξ ρ ξ ξ

− −
−

= −

−

−

≤ + − − −

∑
k d

k j T

j k d

T T T

y j Z y j

k MZ M k k M x k d x k d
 	

(26)

where  ( ) ( 1) ( )y k x k x k= + − , 1( ) mkξ ×∈ℜ  is suitably selected vector function of the 
state vector and ρ  is positive constant which is defined by

	
1 2

2 1, 1
( ) / ( 1), 1d d

d d γ
ρ

γ γ γ γ− −

− =
=  − − ≠

 					     (27)

Proof. The proof is similar to the proof given in [53].                                            ◻
Remark 2. Lemma 2 represents an extension of Lemma 1 from [53]. 
In this paper, we extend the existing results of FTS problems to a class of 

continuous and discrete-time systems with interval time-varying delay, nonlinear 
perturbations and parameter uncertainties.

3. FTS for continuous-time systems

3.1. FTS for nominal time-delay systems. Theorem 1. [44] Nominal system 
(10) is finite-time stable with respect to ( , , )Tα β , α β< , if there exist positive 
scalars ,γ  , 1, 2, ,7,i iλ =   positive define matrices 1 2 3 1 2, , , , , ,P Q Q Q R R  matrices 

1 2 3 4

TT T T TM M M M M =   , 1 2 3 4

TT T T TL L L L L =    and 1 2 3 4

TT T T TS S S S S =   , such that the following 
conditions hold

, 1,2 ,4 1 2 3

1 1

2 2

3 2

* 0 0 0
* * 0
* * *

ij i j c M c L c S

c R
c R

c R

=
  Ω  

−  < − 
 − 



	  			 

(28)

11 1 2 3 1 2 1 1 1 1 ,T T T T T
m MA P PA P Q Q Q d A R A d A R A M M S SγΩ = + − + + + + + + + + +
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12 1 2 2 1 1 2 ,T T T T
d m d M dPA d A R A d A R A M L S SΩ = + + + + − +

13 1 3 3 ,T TM M SΩ = − + +  14 4 1 4 ,T TM L SΩ = − +

22 3 1 2 2 2 2 2(1 ) ,md T T T T
m d d M d de Q d A R A d A R A L L S Sγ ρΩ = − − + + + + − −

23 2 3 3 ,T TM L SΩ = − + −  24 2 4 4 ,Ω = − + −T TL L S

33 1 3 3 ,γΩ = − − −md Te Q M M  34 4 3 ,TM LΩ = − −   44 2 4 4 ,Md Te Q L LγΩ = − − −

1 2 1 3 2 4 3 5 1 6 2 7, , , , ,I P I Q I Q I Q I R I R Iλ λ λ λ λ λ λ< < < < < < < 	 (29)

( ) ( )2 1 3 2 4 2 5 3 6 4 7 1 0T Te eγ γα λ ε λ ε λ ε λ δ ε λ ε λ βλ+ + + + + − <  		  (30)

where

( ) ( ) ( )
( ) ( )
( ) ( )

2
1 2 3

2
4 1

2 3

1 / , 1 / , 1 / ,

1 / , 1 / ,

/ , 1 /

γ γγ

γγ

γ γ γ

ε γ ε γ ε γ γ

ε γ γ γ

γ γ

−

− − −

= − = − = − −

= − − = −

= − = −

m mM

mM

m M M

d dd
m

dd
M

d d d

e e e d

e d c e

c e e c e

 		  (31)

Proof. Let us consider the following LKLF
	 ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

( ) ( )

( )

1 2 3 4 5 6

( )
1 2 1

( ) ( )
3 2 4 3

( )

( )
5 1

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ), ( ) ( ) ( )

( ) ( ) ( ) , ( ) ( ) ( )

( ) ( ) ( )

γ

γ γ

γ θ

−

−

− −

− −

−

+

= + + + + +

= =

= =

=

∫

∫ ∫

 

m

M

t
T t s T

t d

t t
t s T t s T

t d t d t

t s T

t

V x t V x t V x t V x t V x t V x t V x t

V x t x t Px t V x t e x s Q x s ds

V x t e x s Q x s ds V x t e x s Q x s ds

V x t e x s R x s dsd

( )

0

0
( )

6 2

,

( ) ( ) ( )

θ

γ

θ

θ

−

−

− +

=

∫ ∫

∫ ∫  

m

M

t

d

t
t s T

d t

V x t e x s R x s dsd

	  

									         (32)

The derivative of ( )( )V x t  along solution of  gives

1 1 2

2 3

3 1

2

( ( )) ( ( )) ( ) ( ) 2 ( ) ( ( ))

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

(1 ) ( ( )) ( ( )) ( ) ( )

( ) (

γ

γ

γ

γ γ

ρ

 ≤ + + − + − 
+ − − − +

− − − +

− − − − +

+



 

 

m

M

m

T T T
d

dT T T
m m

d T T
M M

d T T
m

T
M

V x t V x t x t A P PA P x t x t PA x t d t

x t Q x t e x t d Q x t d x t Q x t

e x t d Q x t d x t Q x t

e x t d t Q x t d t d x t R x t

d x t R x ( ) ( )
1 2) ( ) ( ) ( ) ( )γ γ− −

− −

− −∫ ∫   

m M

t t
t s T t s T

t d t d

t e x s R x s ds e x s R x s ds

 	

									         (33)

By using Lemma 1, we have

( ) 1
1 1 1 1( ) ( ) ( ) ( )

m

t
t s T T T

t d

e x s R x s ds t c MR M tγ ξ ξ− −

−

 − ≤ + Σ ∫    			   (34)
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( ) 1 1
2 2 2 3 2 2 3( ) ( ) ( ) ( )

M

t
t s T T T T

t d

e x s R x s ds t c LR L c SR S tγ ξ ξ− − −

−

 − ≤ + + Σ + Σ ∫    	 (35)

where

( ) ( ) ( ( )) ( ) ( )
TT T T T

m Mt x t x t d t x t d x t dξ  = − − − 

1 11 1 2 1 3 4

2 2 3 2 42
1 2

33 3 4

4 4

0 0
** 0 0

, ,
* * 0* *
* * ** * * 0

T T T T

T T T

T T

T

L LM M M M M M
L L L L LM

LM M M
L L

− + − +  
   + − +−   Σ = Σ =
   −− − −
   

− −    

( ) ( )

1 1 1 2 3 4

2 2 3 4
3

( ) ( )
2 3

*
,

* * 0 0
* * * 0

1 1ˆ ˆ, 1 ,γγ γ

γ γ
−− −

 + − +
 − − − − Σ =
 
 
  

= − = −M

T T T T

T T T

dd t d t

S S S S S S
S S S S

c e e c e

Further, we have
1 1 1

1 1 2 2 3 2( ( )) ( ( )) ( ) ( )T T T TV x t V x t t c MR M c LR L c SR S tγ ξ ξ− − − ≤ + Ω+ + + 
  	 (36)

If 
1 1 1

1 1 2 2 3 2 0T T Tc MR M c LR L c SR S− − −Ω + + + <  				    (37)

then 

( ) ( )( ) ( )V x t V x tγ< 							       (38)

By using Schur complement, from (37) (28) follows. Integrating (38) from 0 to t , 
with [0, ]t T∈ , we get 

( ) ( )( ) (0)tV x t e V xγ< 							       (39)

The initial value of LKLF can be written as
	 ( ) [ ]

[ ]
max 1 max 1 2 max 2 2 max 3

3 max 1 4 max 2

(0) ( ) ( ) ( ) ( )

( ) ( )

α λ ε λ ε λ ε λ

δ ε λ ε λ

< + + +

+ +

V x P Q Q Q

R R
		  (40)

For LKL functional (32), the following inequality holds	
( )( ) ( ) ( )TV x t x t Px t> 							       (41)

Combining (39), (40) and (41) leads to

	
[ ]
[ ]

min max 1 max 1 2 max 2 2 max 3

3 max 1 4 max 2

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

γ

γ

λ α λ ε λ ε λ ε λ

δ ε λ ε λ

< + + +

+ +

T t

t

P x t x t e P Q Q Q

e R R
	

If the following condition is satisfying
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[ ]
[ ]

max 1 max 1 2 max 2 2 max 3

3 max 1 4 max 2 min

( ) ( ) ( ) ( )

( ) ( ) ( )

γ

γ

α λ ε λ ε λ ε λ

δ ε λ ε λ βλ

+ + +

+ + <

t

t

e P Q Q Q

e R R P 			   (43)

then the system (1) is finite-time stable with respect to ( , , )Tα β , i.e. ( ) ( )Tx t x t β< , 
for all [0, ]t T∈ .

Let 

	 1 min max 2 max 1 3 max 2 4

max 3 5 max 1 6 max 2 7

( ), ( ) , ( ) , ( ) ,
( ) , ( ) , ( )

λ λ λ λ λ λ λ λ
λ λ λ λ λ λ

< < < <
< < <

P P Q Q
Q R R

 		  (44)

Then the conditions (29) and (30) hold. The proof is completed.                       ◻
If the time delay is constant ( ( )d t d= ), we can obtain the following corollary.
Corollary 1. [44] Nominal system (10) with constant time-delay, ( )d t d= , is 

finite-time stable with respect to ( , , )Tα β , ,α β< if there exist positive scalars γ , iλ , 
1,2, , 4i =  , positive define matrices P , Q , R  and matrix 1 2

TT TN N N =   , such that 
the following conditions hold

	
, 1,2

11 1 1

12 1 2 22 2 2

0, ,
*

, γ

γ=
  Ω  < Ω = + − + + + + 

−  
Ω = + − + Ω = − + − −

ij i j T T T

T T d T T
d d d d

cN
A P PA P Q dA RA N N

cR

PA dA RA N N e Q dA RA N N

	
									         (45)

1 2 3 4, ,I P I Q I R Iλ λ λ λ< < < < 					     (46)

( )2 1 3 2 4 1 0T Te eγ γα λ ε λ δ ε λ βλ+ + − <  					     (47)

where

( ) ( ) ( )2
1 21 / , 1 / , 1 /d d de e d c eγ γ γε γ ε γ γ γ−= − = − − = −

 
 		  (48)

3.2. FTS for time-delay systems with nonlinear perturbations. Theorem 2. [44] 
The system (1) with nonlinear perturbations (4) is robust finite-time stable with respect 
to ( , , ),Tα β α β< , if there exist positive scalars ,γ η , dη , iλ , 1,2, ,7i =  , positive define 
matrices 1 2 3 1 2, , , , ,P Q Q Q R R , matrices 1 2 3 4 5 6

TT T T T T TM M M M M M M =   , 1 2 3 4 5 6

TT T T T T TL L L L L L L =    
and 1 2 3 4[= T T T TS S S S S  5 6 ]T T TS S , such that the following conditions hold

, 1,2 ,6 1 2 3

1 1

2 2

3 2

* 0 0 0
* * 0
* * *

ij i j c M c L c S

c R
c R

c R

=
  Ω  

− Ψ = < − 
 − 



				    (49)

11 1 2 3 1 2

1 1 1 1

12 1 2 2 1 1 2

13 1 3 3 14 4 1 4

15 1 2 5 5 16 1 2 6 6

22

,
,

, ,

, ,

(1 )γ

γ

ηε

ρ

Ω = + − + + + + +

+ + + + +

Ω = + + + + − +

Ω = − + + Ω = − +

Ω = + + + + Ω = + + + +

Ω = − −m

T T T
m M

T T T

T T T T
d m d M d

T T T T

T T T T T T T T
m M m M
d

A P PA P Q Q Q d A R A d A R A

M M S S F F
PA d A R A d A R A M L S S

M M S M L S

P d A R d A R M S P d A R d A R M S

e 3 1 2 2 2 2 2

23 2 3 3 24 2 4 4

25 1 2 5 5 26 1 2 6 6

33 1 3 3 34 4 3 35 5

36 6 44 2 4

,

, ,

, ,

, , ,

,

γ

γ

η ε+ + + + − − +

Ω = − + − Ω = − + −

Ω = + + − Ω = + + −

Ω = − − − Ω = − − Ω = −

Ω = − Ω = − − −

m

M

T T T T T
m d d M d d d d d d

T T T T

T T T T T T T T
m d M d m d M d

d T T T

dT

Q d A R A d A R A L L S S F F

M L S L L S

d A R d A R L S d A R d A R L S

e Q M M M L M

M e Q L L4 45 5

46 6 55 1 2 56 1 2 66 1 2

, ,

, , ,η η

Ω = −

Ω = − Ω = + − Ω = + Ω = + −

T T

T
m M m M m M d

L

L d R d R I d R d R d R d R I
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11 1 2 3 1 2

1 1 1 1

12 1 2 2 1 1 2

13 1 3 3 14 4 1 4

15 1 2 5 5 16 1 2 6 6

22

,
,

, ,

, ,

(1 )γ

γ

ηε

ρ

Ω = + − + + + + +

+ + + + +

Ω = + + + + − +

Ω = − + + Ω = − +

Ω = + + + + Ω = + + + +

Ω = − −m

T T T
m M

T T T

T T T T
d m d M d

T T T T

T T T T T T T T
m M m M
d

A P PA P Q Q Q d A R A d A R A

M M S S F F
PA d A R A d A R A M L S S

M M S M L S

P d A R d A R M S P d A R d A R M S

e 3 1 2 2 2 2 2

23 2 3 3 24 2 4 4

25 1 2 5 5 26 1 2 6 6

33 1 3 3 34 4 3 35 5

36 6 44 2 4

,

, ,

, ,

, , ,

,

γ

γ

η ε+ + + + − − +

Ω = − + − Ω = − + −

Ω = + + − Ω = + + −

Ω = − − − Ω = − − Ω = −

Ω = − Ω = − − −

m

M

T T T T T
m d d M d d d d d d

T T T T

T T T T T T T T
m d M d m d M d

d T T T

dT

Q d A R A d A R A L L S S F F

M L S L L S

d A R d A R L S d A R d A R L S

e Q M M M L M

M e Q L L4 45 5

46 6 55 1 2 56 1 2 66 1 2

, ,

, , ,η η

Ω = −

Ω = − Ω = + − Ω = + Ω = + −

T T

T
m M m M m M d

L

L d R d R I d R d R d R d R I

1 2 1 3 2 4 3 5 1 6 2 7, , , , ,I P I Q I Q I Q I R I R Iλ λ λ λ λ λ λ< < < < < < < 	 (50)

( ) ( )2 1 3 2 4 2 5 3 6 4 7 1 0T Te eγ γα λ ε λ ε λ ε λ δ ε λ ε λ βλ+ + + + + − <  		  (51)

where 1 2 3 4 1 2, , , , ,c cε ε ε ε  and 3c are defined by (31).

Proof. Let us consider the LKLF (32). Then, by using the following inequalities
( ) ( ) ( ( ), ) ( ( ), ) 0

( ( )) ( ( )) ( ( ( )), ) ( ( ( )), ) 0

T T T

T T T
d d d d

x t F Fx t f x t t f x t t

x t d t F F x t d t g x t d t t g x t d t t

η ε

µ ε

 − ≥ 
 − − − − − ≥ 

we get
1 1 1

1 1 2 2 3 2( ( )) ( ( )) ( ) ( )T T T TV x t V x t t c MR M c LR L c SR S tγ ς ς− − − ≤ + Ω+ + + 
  	 (52)

where 
( ) ( ) ( ( )) ( ) ( ) ( ( ), ) ( ( ( )), )

TT T T T T T
m Mt x t x t d t x t d x t d f x t t g x t d t tς  = − − − − 

If 
1 1 1

1 1 2 2 3 2 0T T Tc MR M c LR L c SR S− − −Ω + + + <  				    (53)
then 

( ) ( )( ) ( )V x t V x tγ< 							       (54)

and (49) holds. The rest of the proof is similar to that of Theorem 1, thus omitted.    ◻
If the time delay is constant, ( )d t d= , we can obtain the following corollary.
Corollary 2. [44] The system (1) with nonlinear perturbations (4) and constant 

time-delay, ( )d t d= , is robust finite-time stable with respect to ( , , )Tα β  , ,α β< if 
there exist positive scalars γ , η , dη , iλ , 1,2, , 4i =  , positive define matrices P , Q , 
R  and matrix 1 2 3 4

TT T T TN N N N N =   such that the following conditions hold

, 1,2, ,4 0
*

ij i j cN

cR
=

  Ω  < 
−  

 						      (55)

11 1 1

12 1 2 13 3

14 4 22 2 2

23 3 24 4 33

34 44

,
, ,

, ,

, , ,
,

γ

γ ηε

η ε

η
η

Ω = + − + + + + +

Ω = + − + Ω = + +

Ω = + + Ω = − + + − −

Ω = − Ω = − Ω = −
Ω = Ω = −

T T T T

T T T T
d d

T T d T T T
d d d d d d

T T T T
d d

d

A P PA P Q dA RA F F N N
PA dA RA N N P dA R N

P dA R N e Q dA RA F F N N

dA R N dA R N dR I
dR dR I
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11 1 1

12 1 2 13 3

14 4 22 2 2

23 3 24 4 33

34 44

,
, ,

, ,

, , ,
,

γ

γ ηε

η ε

η
η

Ω = + − + + + + +

Ω = + − + Ω = + +

Ω = + + Ω = − + + − −

Ω = − Ω = − Ω = −
Ω = Ω = −

T T T T

T T T T
d d

T T d T T T
d d d d d d

T T T T
d d

d

A P PA P Q dA RA F F N N
PA dA RA N N P dA R N

P dA R N e Q dA RA F F N N

dA R N dA R N dR I
dR dR I

1 2 3 4, ,I P I Q I R Iλ λ λ λ< < < < 					     (56)

( )2 1 3 2 4 1 0T Te eγ γα λ ε λ δ ε λ βλ+ + − <  					     (57)

where 1 2,ε ε  and c  are defined by (48).

3.3. FTS for time-delay systems with norm-bounded uncertainties. Theorem 
3. [44] The system (6) with norm-bounded time-varying structured uncertainties  
(7) is robust finite-time stable with respect to ( , , )Tα β , α β< , if there exist positive 
scalars ,γ  η , iλ , 1,2, ,7,i =   positive define matrices 1 2 3 1 2, , , , , ,P Q Q Q R R  matrices 

1 2 3 4 5 ,
TT T T T TM M M M M M =    1 2 3 4 5 ,

TT T T T TS S S S S S =    and 1 2 3 4 5 ,
TT T T T TS S S S S S =   such that 

the following conditions hold

, 1,2 ,5 1 2 3

1 1

2 2

3 2

* 0 0 0
* * 0
* * *

ij i j c M c L c S

c R
c R

c R

=
  Ω  

− Ψ = < − 
 − 



11 1 2 3 1 2

1 1 1 1 ,

γ

η

Ω = + − + + + + +

+ + + + +

T T T
m M

T T T

A P PA P Q Q Q d A R A d A R A

M M S S H H

12 1 2 2 1 1 2 ,T T T T T
d m d M d dPA d A R A d A R A M L S S H HηΩ = + + + + − + +

13 1 3 3 14 4 1 4

15 1 2 5 5

, ,

,

Ω = − + + Ω = − +

Ω = + + + +

T T T T

T T T T
m M

M M S M L S

PG d A R G d A R G M S
13 1 3 3 14 4 1 4

15 1 2 5 5

, ,

,

Ω = − + + Ω = − +

Ω = + + + +

T T T T

T T T T
m M

M M S M L S

PG d A R G d A R G M S

22 3 1 2 2 2 2 2(1 ) ,md T T T T T
m d d M d d d de Q d A R A d A R A L L S S H Hγ ρ ηΩ = − − + + + + − − +

23 2 3 3 24 2 4 4

25 1 2 5 5

, ,

,

Ω = − + − Ω = − + −

Ω = + + −

T T T T

T T T T
m d M d

M L S L L S

d A R G d A R G L S
23 2 3 3 24 2 4 4

25 1 2 5 5

, ,

,

Ω = − + − Ω = − + −

Ω = + + −

T T T T

T T T T
m d M d

M L S L L S

d A R G d A R G L S

33 1 3 3 34 4 3

35 5 44 2 4 4

, ,

, ,

γ

γ

Ω = − − − Ω = − −

Ω = − Ω = − − −

m

M

d T T

dT T

e Q M M M L

M e Q L L
33 1 3 3 34 4 3

35 5 44 2 4 4

, ,

, ,

γ

γ

Ω = − − − Ω = − −

Ω = − Ω = − − −

m

M

d T T

dT T

e Q M M M L

M e Q L L

45 5 55 1 2, ,T T T
m ML d G R G d G R G IηΩ = − Ω = + −

1 2 1 3 2 4 3 5 1 6 2 7, , , , ,I P I Q I Q I Q I R I R Iλ λ λ λ λ λ λ< < < < < < < 	 (59)

( ) ( )2 1 3 2 4 2 5 3 6 4 7 1 0T Te eγ γα λ ε λ ε λ ε λ δ ε λ ε λ βλ+ + + + + − <  		  (60)

where 1 2 3 4 1 2, , , , ,c cε ε ε ε  and 3c are defined by (31).

Proof. Let us adopt the LKLF (32). Then, by using inequality 

( ) ( )( ) ( ( )) ( ) ( ( )) ( ) ( ) 0T T
d dHx t H x t d t Hx t H x t d t z t z tη  + − + − − ≥ 
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we get:

1 1 1
1 1 2 2 3 2( ( )) ( ( )) ( ) ( )T T T TV x t V x t t c MR M c LR L c SR S tγ σ σ− − − ≤ + Ω+ + + 

  	  (61)

where ( ) ( ) ( ( )) ( ) ( ) ( )
TT T T T T

m Mt x t x t d t x t d x t d z tσ  = − − −  . If

1 1 1
1 1 2 2 3 2 0T T Tc MR M c LR L c SR S− − −Ω + + + <  				    (62)

then ( ) ( )( ) ( )V x t V x tγ< . The rest of the proof is similar to that of Theorem 1, thus 
omitted.	                                                                                                                                        ◻

If the time delay is constant, ( )d t d= , we will obtain the following criterion.

Corollary 3. [44] The system (6) with constant time-delay, ( )d t d= , and norm-
bounded time-varying structured uncertainties (7) is robust finite-time stable with 
respect to ( , , )Tα β , ,α β< if there exist positive scalars γ , η , iλ , 1,2, , 4i =  , positive 
define matrices P , Q , R  and matrix 1 2 3

TT T TN N N N =   such that the following 
conditions hold

, 1,2,3

11 1 1

12 1 2 13 3

22 2 2 23 3

33

0
*

,

, ,γ

γ η

η

η

η

=
  Ω  < 

−  
Ω = + − + + + + +

Ω = + + − + Ω = + +

Ω = − + + − − Ω = −

Ω = −

ij i j

T T T T

T T T T T
d d d
d T T T T T

d d d d d
T

cN

cR

A P PA P Q dA RA H H N N
PA dA RA H H N N PG dA RG N

e Q dA RA H H N N dA RG N

dG RG I

	

(63)

1 2 3 4, ,I P I Q I R Iλ λ λ λ< < < < 					     (64)

( )2 1 3 2 4 1 0T Te eγ γα λ ε λ δ ε λ βλ+ + − <  					     (65)

Remark 3. Observe that, the FTS analysis is based on solving two problems. The 
first problem is a determination of a less restrictive sufficient condition, such that the 
differential inequality ( ) ( )( ) ( )V x t V x tγ<  is valid for [ ]0,t T∀ ∈ , 0T > . By solving 
this inequality, we get ( ) ( )( ) (0)tV x t e V xγ< . The second problem is estimation of 
an upper and a lower bound for ( )(0)V x  and ( )( )V x t , respectively. The precise 
estimation of these bounds provides that ( ) ( )( ) (0)tV x t e V xγ<  holds for lower 
values of the parameter β  and higher values of the time-delay d . Note that the 
conservatism of derived stability criteria directly depends on solving accuracy of 
these two problems. 

Remark 4. In the existing literature (see [38] and references therein), the 
approximation ( )t s de eγ γ− ≤  is used for estimation of ( )(0)V x , and accordingly, 
conservative results are obtained. In this paper, this approximation is not used, such 
that the conservatism is reduced.
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4. FTS for discrete-time systems

4.1. FTS for systems with non-linear perturbations. Theorem 4. [47] The 
system (17) with ( ) ( ) 0dA k A k∆ = ∆ =  and nonlinear perturbations (20) is robust 
finite-time stable with respect to { , , }Nα β  if there exist a scalar 1γ > , positive 
scalars 1 2 3 4 5 6 7 8, , , , , , , , , ,dµ µ λ λ λ λ λ λ λ λ  positive definite matrices 1 2 1 2, , , ,P Q Q R R
, matrices 1 2 6[ ]T T T TL L L L=  , 1 2 6[ ]T T T TS S S S=   and 1 2 6[ ]T T T TT T T T=  ,  such that the 
following inequalities hold:

, 1,2, ,6 1 1 2

1 1

1 1

2 2

[ ]
* 0 0

0
* * 0
* * *

ij i j L S T
R

R
R

ρ ρ ρ
ρ

ρ
ρ

=Γ 
 −  <
 −
 

− 



 				  

(66)

1 2 3 1 4 5 2 6 1 7 2 8, , , ,I P I I Q I I Q I R I R Iλ λ λ λ λ λ λ λ< < < < < < < <  	 (67)

( ) ( ) [ ]2 1 4 2 6 3 7 4 8 1 1 3 2 5 0Nγ α λ δ λ δ λ δ δ λ δ λ β λ δ λ δ λ+ + + + − + + <    		 (68)

where
 11 1 2 12 1 1

12 12 1 1 2 13 1 1 3

14 1 4 15 12 5

16 12 6

22 12 2 2 2 2

23 3 2

( ) ( ) ,
( ) , ,

, ( ) ,

( ) ,

,

γ µ

µ

Γ = − + + + − − + + +

Γ = + − + − + Γ = − +

Γ = − + Γ = + − +

Γ = + − +

Γ = + + + + − −

Γ = + −

T T T T

T T T T
d d

T T T T

T T T

T T T T T
d d d d d d d

T

A PA P Q Q A I R A I F F T T
A PA A I R A L S T S T T

L T A P A I R T

A P A I R T

A PA A R A F F L L S S

L S 3 2 24 2 4 4 25 12 5 5

26 12 6 6 33 2 3 3 3 3

34 3 4 4 35 5 5 36 6 6

44 1 4 4 45 5 46 6 55 12

56 12 66

, , ,

, ,

, , ,

, , , ,
,

γ

γ µ

− Γ = − + − Γ = + + −

Γ = + + − Γ = − + + − −

Γ = − + − Γ = − Γ = −

Γ = − − − Γ = − Γ = − Γ = + −
Γ = + Γ =

m

M

T T T T T T T
d d

dT T T T T T
d d

T T T T T T

d T T T

S T L L S A P A R L S

A P A R L S Q S S T T

L S T S T S T

Q L L L L P R I
P R P 12 12 1 2, ( )µ+ − = − +d M m mR I R d d R d R

 	 (69)

1 2

, 1 , 1
,

( ) / ( 1), 1 (1 ) / ( 1), 1m mM

M m m
d dd

d d dγ γ
ρ ρ

γ γ γ γ γ γ γ− −−

− = = 
= = − − ≠ − − ≠ 

 	 (70)

1 2

3
11 2

4
2

, 1 , 1
, ,

( 1) / ( 1), 1 ( 1) / ( 1), 1

( 1)( 1) , 1
,2 2

( ( 1)( )) / ( 1) , 1

( 1)
, 1

2
( ( 1) ( 1) ) / ( 1) , 1

mM

mM

m

M m
dd

m mM M

dd
M m

m m

d
m

d d

d dd d

d d

d d

d

γ γ
δ δ

γ γ γ γ γ γ

γ
δ

γ γ γ γ γ

γ
δ

γ γ γ γ γ

++

= = 
= = − − ≠ − − ≠ 

++ − == 
 − − − − − ≠

+ == 
 − − − − ≠

 	 (71)

Proof. Choose the following LKLF:

1 2 3( ) ( ) ( ) ( )V k V k V k V k= + + 						      (72)
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where
1

1 1
1 1

2 1 2

1 1 1 1
1 1

3 1 2

( ) ( ) ( ),

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( 1) ( )

γ γ

γ γ

− −
− − − −

= − = −

− − − − −
− − − −

=− = + =− = +

=

= +

= +

= + −

∑ ∑

∑ ∑ ∑ ∑
M m

m

M m

T

k k
k j T k j T

j k d j k d

d k k
k j T k j T

i d j k i i d j k i

V k x k Px k

V k x j Q x j x j Q x j

V k y j R y j y j R y j

y k x k x k

  		

(73)

The forward difference of ( )iV k  ( 1,2,3i = ) along the trajectories of the system 
(17) yields

( )( ) ( 1) ( ) ( ) ( ) 2 ( ) ( ( ))

2 ( ) ( , ) 2 ( ) ( , ) ( ( )) ( ( ))

2 ( ( )) ( , ) 2 ( ( )) ( , ) ( , ) ( , )

2 ( , ) ( , ) ( , ) ( ,

γ γ∆ = − + − + −

+ ⋅ ⋅ + ⋅ ⋅ + − −

+ − ⋅ ⋅ + − ⋅ ⋅ + ⋅ ⋅ ⋅ ⋅

+ ⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ ⋅

T T T T
d

T T T T T T
d d

T T T T T
d d

T T

V k V k x k A PA P x k x k A PA x k d k

x k A Pf x k A Pg x k d k A PA x k d k

x k d k A Pf x k d k A Pg f Pf

f Pg g Pg ( )

( )

1 2

1 2
1

1 2 1

1

2

) ( ) ( )

( ) ( ) ( ) ( )

( ) ) ( ) ( ) ( )

( ) ( )

γ γ

γ

γ

− −
−

= −

−
−

= −

+ +

− − − − − −

+ − + −

−

∑

∑

mM

m

M

m

T

dd T T
M M m m

k d
T k j T

M m m
j k d

k
k j T

j k d

x k Q Q x k

x k d Q x k d x k d Q x k d

y k d d R d R y k y j R y j

y j R y j

	

(74)

The upper bounds of the last two terms in Eq. (74) can be obtained by using Lemma 2.

( )
1

1 1
1 1 1 1 1 1( ) ( ) ( ) ( )

m

M

k d
k j T T T T

j k d
y j R y j k LR L SR S kγ ξ ρ ρ ξ

− −
− − −

= −

− ≤ Σ + +∑  		  (75)

( )
1

1
2 2 2 2( ) ( ) ( ) ( )

m

k
k j T T T

j k d
y j R y j k TR T kγ ξ ρ ξ

−
− −

= −

− ≤ Σ +∑  			   (76)

where
 ( )

( )
( ) [ ( ) ( ( )) ( ) ( ) ( ),

( ( )), ]

ξ = − − −

−

T T T T T
m M

T T

k x k x k d k x k d x k d f x k k

g x k d k k

1 1 1 1

2 2 2 2 3 2 3 2 4 4 5 5 6 6

3 3 3 4 5 6
1

4 4 5 6

0 0 0
*
* *
* * *
* * * * 0 0
* * * * * 0

T T T T T T T T T T

T T T T

T T T

L S S L
L L S S L S S L L S L S L S

S S L S S S
L L L L

− − 
 + − − + − − + − − − 
 + − +

Σ =  
− − − − 

 
 
  

 	

(77)

1 1 2 1 3 4 5 6

2

3 3 4 5 6
2

* 0 0 0 0
* *
* * * 0 0 0
* * * * 0 0
* * * * * 0

T T T T T T

T T T T

T T T T T T T T
T

T T T T T

 + − +
 − 
 − − − − −

Σ =  
 
 
 
  

 				  

(78)
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( )
1 1

( )
1 1

( ) / ( 1) ( ) / ( 1)

( ) / ( 1) ( ) / ( 1)

ρ γ γ γ γ γ γ ρ

ρ γ γ γ γ γ γ ρ

−− −−

− − −−

′ = − − ≤ − − =

′′= − − ≤ − − =

mM M

m m M

dd dd k

d d dd k
 			 

(79)
By combining (74)-(76) and the following perturbation conditions

( ) ( )
( ) ( )

( ) ( ) ( ), ( ), 0

( ( )) ( ( )) ( ( )), ( ( )), 0

µ µ

µ µ

− ≥

− − − − − ≥

T T T

T T T
d d d d

x k F Fx k f x k k f x k k

x k d k F F x k d k g x k d k k g x k d k k
 
(80)

( )V k∆  can be finally written as

( )1 1 1
1 1 1 1 2 2( ) ( 1) ( ) ( ) ( )T T T TV k V k k LR L SR S TR T kγ ξ ρ ρ ρ ξ− − −∆ ≤ − + Γ + + +  	 (81)

If
ü

1 1 1 1 2 2 0T T TLR L SR S TR Tρ ρ ρ− − −Γ + + + <   				    (82)

then
( ) ( 1) ( ) 0V k V kγ∆ − − <  						      (83)

Note that the condition (83) can be rewritten as
( ) (0), 1, 2,3,kV k V kγ< =   						      (84)

By applying Schur complement, the inequality (82) is equivalent to (66).
An upper bound of the initial value of LKLF can be written as

( ) ( )max 1 max 1 2 max 2 3 max 1 4 max 2(0) ( ) ( ) ( ) ( ) ( )V P Q Q R Rα λ δ λ δ λ δ δ λ δ λ≤ + + + +  	 (85)

In addition, a lower bound of the LKLF can be written as
1

1
min min 1

1
1

min 2

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

λ λ γ

λ γ

−
− −

= −

−
− −

= −

> +

+

∑

∑
M

m

k
T k j T

j k d

k
k j T

j k d

V k P x k x k Q x j x j

Q x j x j
 			 

(86)

If the following condition is valid
 ( ) ( )

[ ]
max 1 max 1 2 max 2 3 max 1 4 max 2

min 1 min 1 2 min 2

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

N P Q Q R R

P Q Q

γ α λ δ λ δ λ δ δ λ δ λ

β λ δ λ δ λ

+ + + +  
< + +

 	
(87)

then

	 ( )
( )

[ ]

1
1

min min 1

1
1

min 2

max 1 max 1 2 max 2

3 max 1 4 max 2

min 1 min 1 2 min 2

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( )

( ) ( ) ( )

λ λ γ

λ γ

γ α λ δ λ δ λ

γ δ δ λ δ λ

β λ δ λ δ λ

−
− −

= −

−
− −

= −

+

+

< < + +

+ +

< + +

∑

∑
M

m

k
T k j T

j k d

k
k j T

j k d

N

N

P x k x k Q x j x j

Q x j x j

V k P Q Q

R R

P Q Q

 		

(88)
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which implies ( ) ( )Tx k x k β<  for 1,2, ,k N=  . From this, it can be concluded that 
the system (17) is finite-time stable. From (67) and (88) follows (68). This completes 
the proof.								              ◻

Remark 5. The conservatism of FTS criteria generally depends on a restrictiveness 
of the inequalities (84), (85) and (86), i.e. ( ) (0)kV k Vγ< , 1(0)V < Θ  and 2( )V k > Θ
, where 1Θ  and 2Θ  are the estimations of the upper bound of (0)V  and the 
lower bound of ( )V k , respectively. This estimations depend from the parameters 

, , , , ,m MN d dα β δ  and γ . In this paper, four innovations are proposed in order to 
reduce the conservativeness of the estimations. The two innovations are related to 
inequality (84), and the rest of innovations deal with the inequalities (85) and (86).

In above analysis, it is assumed that the delay is time-varying. If the time-delay 
is constant ( ( ) )d k d= , the following corollary can be obtained. 

Corollary 4. [47] The system (17) with ( ) ( ) 0dA k A k∆ = ∆ = , nonlinear perturbations  
(20) and constant time-delay is robust finite-time stable with respect to { , , }Nα β  if there 
exist a scalar 1γ > , positive scalars 1 2 3 4 5, , , , , ,dµ µ λ λ λ λ λ , positive definite matrices 

, , ,P Q R  matrices 1 2 3 4[ ]T T T T TL L L L L= , 1 2 3 4[ ]T T T T TS S S S S=  and 1 2 3 4[ ]T T T T TT T T T T= , such 
that the following inequalities hold:

, 1,2,3,4[ ]
0

*
ij i j L

R
ρ
ρ

= Γ
< − 


 						      (89)

1 2 3 4 5, ,I P I I Q I R Iλ λ λ λ λ< < < < <  				    (90)

( ) ( )2 1 4 2 5 1 1 3 0Nγ α λ δ λ δδ λ β λ δ λ+ + − + <    				    (91)

where

11 1 1

12 1 2

13 3 14 4

22 2 2 23 3

24 4

33

( ) ( ) ,
( ) ,

( ) , ( ) ,

, ,

,

γ µ

γ µ

Γ = − + + − − + + +

Γ = + − − +

Γ = + − + Γ = + − +

Γ = − + − − + Γ = + −

Γ = + −

Γ = +





 

 





T T T T

T T T
d d

T T T T T T

T d T T T T T T
d d d d d d d d d

T T T
d d

A PA P Q d A I R A I L L F F
A PA d A I RA L L

A P d A I R L A P d A I R L

A PA Q dA RA L L F F A P dA R L

A P dA R L

P 34 44, ,µ µ− Γ = + Γ = + − 
dR I P R P R I

 	

(92)

1

2 2

, 1 , 1
, ,

(1 ) / ( 1), 1 ( 1) / ( 1), 1

( 1) / 2, 1
( ( 1) ( 1) ) / ( 1) , 1

d d

d

d d

d d
d

γ γ
ρ δ

γ γ γ γ γ γ

γ
δ

γ γ γ γ γ

−

= = 
= = − − ≠ − − ≠ 

+ =
=  − − − − ≠

 	

(93)
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4.2. FTS for uncertain systems with norm-bounded uncertainties. In 
this section, two new sufficient FTS conditions are derived for the uncertain system   
(17) with ( ) ( )( ), ( ( )), 0f x k k g x k d k k= − = , norm-bounded uncertainties (7)-(8) 
and time-varying or constant delay.

Theorem 5. [47] The uncertain system (17) with ( ) ( )( ), ( ( )), 0f x k k g x k d k k= − = , norm-
bounded uncertainties satisfying (7)-(8) and time-varying delay is robust finite-
time stable with respect to { , , }Nα β  if there exist a scalar 1γ > , positive scalars 

1 2 3 4 5 6 7 8, , , , , , , ,µ λ λ λ λ λ λ λ λ , positive definite symmetric matrices 1 2 1 2, , , , ,P Q Q R R  
matrices 1 2 5[ ]T T T TL L L L=  , 1 2 5[ ]T T T TS S S S=   and 1 2 5[ ]T T T TT T T T=  ,  such that the 
following inequalities hold:

, , 1,2, ,5 1 1 2

1 1

1 1

2 2

ˆ[ ]
* 0 0 0
* * 0
* * *

i j i j L S T
R

R
R

ρ ρ ρ
ρ

ρ
ρ

=
 Γ
 

−  < −
 

−  



 	
	

1 2 3 1 4 5 2 6 1 7 2 8, , , ,I P I I Q I I Q I R I R Iλ λ λ λ λ λ λ λ< < < < < < < <  	 (95)

( ) ( ) [ ]2 1 4 2 6 3 7 4 8 1 1 3 2 5 0Nγ α λ δ λ δ λ δ δ λ δ λ β λ δ λ δ λ+ + + + − + + <   		 (96)

where

11 1 2 12 1 1

12 12 1 1 2

13 1 1 3 14 1 4 15 12 5

22 12 2 2 2 2

23 3 2 3 2

ˆ ( ) ( ) ,
ˆ ( ) ,

ˆ ˆ ˆ, , ( ) ,
ˆ ,

ˆ ˆ,

γ µ

µ

µ

Γ = − + + + − − + + +

Γ = + − + + − +

Γ = − + Γ = − + Γ = + − +

Γ = + + + + − −

Γ = + − −

T T T T

T T T T
d d d

T T T T T

T T T T T
d d d d d d

T T

A PA P Q Q A I R A I H H T T

A PA A I R A H H L S T

S T T L T A PG A I R G T

A PA A R A H H L L S S

L S S T 24 2 4 4

25 12 5 5

33 2 3 3 3 3 34 3 4 4 35 5 5

44 1 4 4 45 5

55 12 12 1 2

,
ˆ ,

ˆ ˆ ˆ, , ,
ˆ ˆ, ,

ˆ , ( )

γ

γ

µ

Γ = − + −

Γ = + + −

Γ = − + + − − Γ = − + − Γ = −

Γ = − − − Γ = −

Γ = + − = − +

m

M

T T

T T T T
d d

d T T T T T T

d T T

T T
M m m

L L S

A PG A R G L S

Q S S T T L S T S T

Q L L L

G PG G R G I R d d R d R

 	

									         (97)

and the constants 1ρ , 2ρ , 1δ , 2δ , 3δ  and 4δ  are defined by (70) and (71).
Proof. Let us adopt (73) for LKLF. Then, the forward difference of ( )V k∆   along 

the trajectories of the uncertain system (17) with ( ) ( )( ), ( ( )), 0f x k k g x k d k k= − = ,  
amounts:

( )

( )1 2

1 2

12

( ) ( 1) ( ) ( ) ( ) 2 ( ) ( ( ))

2 ( ) ( ) ( ( )) ( ( ))

2 ( ( )) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( )

γ γ

γ γ

∆ ≤ − + − + −

+ + − −

+ − + + +

− − − − − −

+ +

mM

T T T T
d

T T T T
d d

T T T T T
d

dd T T
M M m m

T

V k V k x k A PA P x k x k A PA x k d k

x k A PGz k x k d k A PA x k d k

x k d k A PGz k z k G PGz k x k Q Q x k

x k d Q x k d x k d Q x k d

y k R y k ( )1 1 1
1 1 1 1 2 2

ˆ ˆˆ( ) ( )ξ ρ ρ ρ ξ− − −Σ + + +T T T Tk LR L SR S TR T k

 

									         (98)
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where ˆ( ) ( ) ( ( )) ( ) ( ) ( )
TT T T T T

m Mk x k x k d k x k d x k d z kξ  = − − −   and

1 1 1 1 2 1 1 3 1 4 5

2 2 2 2 3 2 3 2 2 4 4 5 5

3 3 3 3 3 4 4 5 5

4 4 5

*
ˆ * *

* * *
* * * * 0

T T T T T

T T T T T T T T

T T T T T T

T T

T T L S T S T T L T T
L L S S L S S T L L S L S

S S T T L S T S T
L L L

 + − + − + − +
 + − − + − − − + − − 
 Σ = + − − − + − −
 

− − − 
  

 (99)

By combining (98) and the following perturbation condition

( ) ( ) 2 ( ) ( ( ))

( ( )) ( ( )) ( ) ( ) 0

µ µ

µ µ

+ −

+ − − − ≥

T T T T
d

T T T
d d

x k H Hx k x k H H x k d k

x k d k H H x k d k z k z k
 		

(100)
we get

( ) ( )1 1 1
1 1 1 1 2 2

ˆ ˆˆ( ) ( 1) ( ) ( ) ( )T T T TV k V x k k LR L SR S TR T kγ ξ ρ ρ ρ ξ− − −∆ ≤ − + Γ + + +  (101)

If the following inequality is satisfied:
1 1 1

1 1 1 1 2 2
ˆ 0T T TLR L SR S TR Tρ ρ ρ− − −Γ + + + <  				    (102)

then the condition (84) holds. From (62), by using Schur complement, we get the 
condition (94). The rest of the proof is similar to the proof of Theorem 4.	       ◻

If the time-delay is constant ( ( )d k d= ), the following corollary can be obtained.

Corollary 5. [47] The uncertain system (17) with ( ) ( )( ), ( ( )), 0f x k k g x k d k k= − = , norm-
bounded uncertainties satisfying (7)-(8) and constant time-delay is robust finite-
time stable with respect to { , , }Nα β  if there exist a scalar 1γ > , positive scalars 

1 2 3 4 5, , , , ,µ λ λ λ λ λ , positive definite matrices , , ,P Q R  matrices 1 2 3[ ] ,T T T TL L L L=  
1 2 3[ ]T T T TS S S S=  and 1 2 3[ ] ,T T T TT T T T=  such that the following inequalities hold:

, 1,2,3[ ]
0

*
ij i j L

R
ρ
ρ

= Γ
< − 



 						      (103)

1 2 3 4 5, ,I P I I Q I R Iλ λ λ λ λ< < < < <  				    (104)

( ) ( )2 1 4 2 5 1 1 3 0Nγ α λ δ λ δδ λ β λ δ λ+ + − + <    	  			   (105)

where

11 1 1

12 1 2

13 3

22 2 2

23 3 33

( ) ( ) ,
( ) ,

( ) ,

,

,

γ µ

µ

γ µ

µ

Γ = − + + − − + + +

Γ = + − + − +

Γ = + − +

Γ = − + + − −

Γ = + − Γ = + −









 

T T T T

T T T T
d d d

T T T

T d T T T
d d d d d d

T T T T T
d d

A PA P Q d A I R A I H H L L
A PA d A I RA H H L L

A PG d A I RG L

A PA Q dA RA H H L L

A PG dA RG L G PG dG RG I

 		

									         (106)

and the constants ρ , 1δ  and 2δ  are defined by (93).
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4.3. FTS for uncertain systems with non-linear perturbations and norm-
bounded uncertainties. In this section, we consider the uncertain system (17) 
with norm-bounded uncertainties and nonlinear perturbations that satisfy (7)-(8) 
and (20), respectively, and give a new FTS criterion.

Theorem 6. [47] The uncertain system (17) with nonlinear perturbations (20), 
norm-bounded uncertainties satisfying (7)-(8) and time-varying delay is robust 
finite-time stable with respect to { , , }Nα β  if there exist a scalar 1,γ >  positive 
scalars 1 2 3 4 5 6 7 8, , , , , , , , , ,dε ε µ λ λ λ λ λ λ λ λ , positive definite symmetric matrices 

1 2 1 2, , , , ,P Q Q R R  matrices 1 2 7[ ]T T T TL L L L=  , 
1 2 7[ ]T T T TS S S S=   and 1 2 7[ ]T T T TT T T T=  ,  

such that the following inequalities hold:

, , 1,2, ,7 1 1 2

1 1

1 1

2 2

[ ]
* 0 0

0
* * 0
* * *

i j i j L S T
R

R
R

ρ ρ ρ
ρ

ρ
ρ

=Γ 
 − Ψ = <
 −
 

− 



  			   (107)

1 2 3 1 4 5 2 6 1 7 2 8, , , ,I P I I Q I I Q I R I R Iλ λ λ λ λ λ λ λ< < < < < < < <  	 (108)

( ) ( ) [ ]2 1 4 2 6 3 7 4 8 1 1 3 2 5 0Nγ α λ δ λ δ λ δ δ λ δ λ β λ δ λ δ λ+ + + + − + + <    		 (109)

where

11 1 2 12 1 1

12 12 1 1 2 13 1 1 3

14 1 4 15 12 5

16 12 6 17 12 7

22 12

( ) ( ) ,
( ) , ,

, ( ) ,

( ) , ( ) ,

γ ε µ

µ

Γ = − + + + − − + + + +

Γ = + − + + − + Γ = − +

Γ = − + Γ = + − +

Γ = + − + Γ = + − +

Γ = +

T T T T T

T T T T T
d d d

T T T T

T T T T T T

T T
d d d

A PA P Q Q A I R A I F F H H T T
A PA A I R A H H L S T S T T

L T A PG A I R G T

A P A I R T A P A I R T

A PA A R A 2 2 2 2

23 3 2 3 2 24 2 4 4

25 12 5 5

26 12 6 6 27 12 7 7

33 2 3 3 3 3 34 3 4 4 35 5 5

36 6

,

, ,

,

, ,

, , ,

ε µ

γ

+ + + + − −

Γ = + − − Γ = − + −

Γ = + + −

Γ = + + − Γ = + + −

Γ = − + + − − Γ = − + − Γ = −

Γ = −

m

T T T T
d d d d d d

T T T T

T T T T
d d

T T T T T T T T
d d d d

d T T T T T T

T

F F H H L L S S

L S S T L L S

A PG A R G L S

A P A R L S A P A R L S

Q S S T T L S T S T

S 6 37 7 7 44 1 4 4 45 5

46 6 47 7 55 12 56 12

57 12 66 12 67 12

77 12 12 1 2

, , , ,

, , , ,

, , ,
, ( )

γ

µ

ε
ε

Γ = − Γ = − − − Γ = −

Γ = − Γ = − Γ = + − Γ = +

Γ = + Γ = + − Γ = +
Γ = + − = − +

MdT T T T T

T T T T T T

T T

d M m m

T S T Q L L L

L L G PG G R G I G P G R

G P G R P R I P R
P R I R d d R d R

 	 (110)

and the constants 2ρ , 2ρ , 1δ , 2δ , 3δ  and 4δ  are defined by (70) and (71).

Proof. The proof is similar to the proof of Theorem 4 and 5, thus omitted.     ◻

4.4. FTS for nominal systems. For the nominal system (10), the following FTS 
criterion can be obtained.

Corollary 6. [47] The nominal system (10) with time-varying delay is finite-
time stable with respect to { , , }Nα β  if there exist a scalar 1γ > , positive scalars 
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1 2 3 4 5 6 7 8, , , , , , ,λ λ λ λ λ λ λ λ , positive definite matrices 1 2 1 2, , , , ,P Q Q R R  matrices 
1 2 4 4[ ]T T T T TL L L L L= , 1 2 4 4[S ]T T T T TS S S S=  and 1 2 4 4[T ]T T T T TT T T T= ,  such that the following 

inequalities hold:

, 1,2,3,4 1 1 2

1 1

1 1

2 2

[ ]
* 0 0

0
* * 0
* * *

ij i j L S T
R

R
R

ρ ρ ρ
ρ

ρ
ρ

=Γ 
 −  <
 −
 

− 



 				    (111)

1 2 3 1 4 5 2 6 1 7 2 8, , , ,I P I I Q I I Q I R I R Iλ λ λ λ λ λ λ λ< < < < < < < <  	 (112)

( ) ( ) [ ]2 1 4 2 6 3 7 4 8 1 1 3 2 5 0Nγ α λ δ λ δ λ δ δ λ δ λ β λ δ λ δ λ+ + + + − + + <    		 (113)

where

11 1 2 12 1 1

12 12 1 1 2

13 1 1 3 14 1 4

22 12 2 2 2 2

23 3 2 3 2 24 2 4 4

33 2 3 3 3 3

( ) ( ) ,
( ) ,

, ,

,

, ,

,

γ

γ

Γ = − + + + − − + +

Γ = + − + − +

Γ = − + Γ = − +

Γ = + + + − −

Γ = + − − Γ = − + −

Γ = − + + − −





 



 

 
m

T T T

T T T
d d

T T

T T T T
d d d d

T T T T

d T T

A PA P Q Q A I R A I T T
A PA A I R A L S T

S T T L T

A PA A R A L L S S

L S S T L L S

Q S S T T 34 3 4 4

44 1 4 4

,

γ

Γ = − + −

Γ = − − −


M

T T

d T

L S T

Q L L

 	  		  (114)

and the constants 1ρ , 2ρ , 1δ , 2δ , 3δ  and 4δ  are defined by (70) and (71).
In special case, when the time-delay is constant ( ( )d k d= ), the following corollary 

is obtained.

Corollary 7. [47] The nominal system (10) with constant time-delay is finite-
time stable with respect to { , , }Nα β  if there exist a scalar 1γ > , positive scalars 

1 2 3 4 5, , , ,λ λ λ λ λ , positive definite symmetric matrices Q , R , matrices 1 2[ ]T T TL L L= , 
1 2[ ]T T TS S S=  and 1 2[ ]T T TT T T= ,  such that the following inequalities hold:

0
*

L
R

ρ
ρ

Γ 
< − 

  							       (115)

1 2 3 4 5, ,I P I I Q I R Iλ λ λ λ λ< < < < <  				    (116)

( ) ( )2 1 4 2 5 1 1 3 0Nγ α λ δ λ δδ λ β λ δ λ+ + − + <    				    (117)

where
11 1 1

12 1 2

22 2 2

( ) ( ) ,
( ) ,

γ

γ

Γ = − + + − − + +

Γ = + − − +

Γ = − + − −







T T T

T T T
d d

T d T T
d d d d

A PA P Q d A I R A I L L
A PA d A I RA L L

A PA Q dA RA L L

 			   (118)

and the constants ρ , 1δ  and 2δ  are defined by(93) .
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5. Illustrative examples and simulations 

In order to compare our results with existing ones, the following two criteria are 
adopted: a) a minimum allowable lower bound (MALB) of the parameter β , minβ , 
such that the concerned system is FTS for any  parameter β  greater than the  MALB, 
b) a maximum allowable upper bound (MAUB) of the time-delay d , maxd , such that the 
concerned system is FTS  for  any  delay  size  less  than  the  MAUB. Note that a criterion 
that gives a lower value of MALB or a higher value of MAUB is less conservative with 
respect to other criteria.

5.1. Continuous-time case. 
Example 1. [44] Consider the following nominal continuous-time system with time-
varying delay:

	

( ) ( ) ( ( ))
0.01 0.01 0.01 0.01 0.01 0.01
0.01 0.01 0.02 , 0.01 0.01 0.01
0.02 0.01 0.02 0.01 0.01 0.01

d

d

x t Ax t A x t d t

A A

= + −

   
   = =   
      



	  		

									         (119)

Let 2 ( ) 5m Md d t d= ≤ ≤ =  and 0.1ρ = . Base on [19] and Theorem 1, the MALB 
minβ  is calculated for 0.5α = , 0.5δ =  and ( )10,  20,  30,  40,  50T ∈ , and results are 

listed in Table 1. From the table, it can be seen that Theorem 1 provides much less 
conservative results than [19]. Using the second criterion for comparison, the MAUB 

maxd  is computed for 0.5α = , 600β = , 0.5δ =  and ( )10,  20,  30,  40,  50T ∈ , and 
results are shown in Table 2. From the table, it is clearly seen that our method is more 
effective than the recently reported one. Moreover, [19] is not feasible (NF) for 30T ≥ .

Table 1. The MALB minβ  for the system  with 2 ( ) 5d t≤ ≤ , 0.5δ =  and 0.5α =

T  10 20 30 40 50
[19] 1483.9 44463.3 1332301.7 39922∙103 1197∙106

Theorem 1 2.4 9.4 38.0 154.1 624.6

Table 2. The MAUB maxd  for the system  with 2md =   and 600β = .

T  10 20 30 40 50
[19] 4.3 2.8 NF NF NF
Theorem 1 54.9 44.7 34.4 23.2 3.7

Figures 1 and 2 show simulations (the state variable and the norm of the state 
vector) of the above system (119) with the time delay ( ) 3 sin(0.03 ) 2d t t= +  and the 
initial condition [ ]( ) 0.1 0.2 0.1 0.2 0.1 0.2 ,Tφ θ θ θ θ= + + + [ 5,0],θ ∈ −  which satisfied 

[ 5,0]sup ( ) ( ) 0.27 0.5T
θ φ θ φ θ α∈ − = < =  and [ 5,0]sup ( ) ( ) 0.03 0.5 .T

θ φ θ φ θ δ∈ − = ≤ =   Obviously, 
2 ( ) 5d t≤ ≤ , max ( ) 0.09 0.1d t ρ= ≤ =  and the considered system is not asymptotically 
stable, but it is FTS. Further, the norm of the state vector with Figure 2 does not exceed the 
MALB minβ  from Table 1, which confirms the correctness of the proposed result.



Sreten B. Stojanovic, Milos M. Stevanovic and Dragutin Lj. Debeljkovic 379

Figure 1. The state variables of the system Figure 2. The norm of the state vector of 
the system 

Example 2. [44] Consider the following system with time-varying delay and 
nonlinear perturbations (4)

3 3

( ) ( ) ( ( )) ( ( ), ) ( ( ( )), )
2, 0.5, 0.1, 0.05 , 0.05

d

m d d

x t Ax t A x t d t f x t t g x t d t t
d F F Iδ ρ ε ε×

= + − + + −
= = = = = = =


		  (120)

where the matrices A and dA  are defined in (119). By using Theorem 2, the MALB 
minβ  is calculated for 5Md = , 0.5α = , ( )10,  20,  30,  40,  50T ∈  and results are listed 

in Table 3. Table 4 lists the MAUB values maxd  which are obtained by Theorem 2 for 
600β = , 0.5α =  and ( )10,  20,  30,  40,  50T ∈ .

Table 3. The MALB minβ  for the system (120) and 2 ( ) 5d t≤ ≤  

T 10 20 30 40 50
Theorem 2 3.7 22.3 134.5 813.2 4919.5

Table 4. The MAUB maxd  for the system  and 600β =

T 10 20 30 40 50
Theorem 2 40.0 29.9 19 NF NF

Example 3. [44] Consider the following time-varying delay system (120) with 
parametric uncertainties (7):

( ) ( )
3 3

( ) ( ) ( ) ( ) ( ( ))
2, 0.5, 0.1, 0.05

d d

m d

x t A A t x t A A t x t d t
d G H H Iδ ρ ×

= + ∆ + + ∆ −

= = = = = =


			 

									         (121)

where the matrices dA  and dA  are defined in (119). By using Theorem 1 in [19] 
and Theorem 3 (this paper), the MALB minβ is calculated for 5Md = , 0.5α = , 

( )10,  20,  30,  40,  50T ∈ , and results are listed in Table 5. From this table, we can see 
that minβ  in this paper is significantly smaller than those in [19].

Based on Theorem 1 [19], and Theorem 3 (this paper), using the second 
criterion for comparison, the MAUB maxd  is computed for 0.5α = , 600β =  and 

( )10,  20,  30,  40,  50T ∈ , and results are shown in Table 6. From the table, we can 
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see that the values of MAUB maxd  in this paper are significantly larger than those in 
[21]. Moreover, Theorem 1 [19] is not feasible for 30T ≥ .

Table 5. The MALB minβ  for the system (121) and 2 ( ) 5d t≤ ≤ .

T 10 20 30 40 50

[19], 0.1ε =  1484.1 44469.0 1332473 39926∙103 1197∙106

Theorem 3 2.7 13.3 65.8 325.6 1612.6

Table 6. The MAUB maxd for the system (121) and 600β = .

T  10 20 30 40 50

[19], 0.1ε = 4.3 2.6 NF NF NF
Theorem 3 51.2 41.1 30.6 17.2 NF

5.2. Discrete-time case. In this section, we give two numerical examples to 
show the effectiveness of the proposed results for discrete-time systems and their 
improvement over the existing literature. 

Example 4. [47] Consider the discrete-time system  and nominal system  [33], 
[34] and [53] with the corresponding parameters:

0.60 0.00 0.20 0.25
0.35 0.70 0.25 0

, , 2, 5,
.15

1.1d m MA A d d δ
   

= = = = =   
   

 	 (122)

0.05 0 0.05 0
,

0 0.05 0 0.05dF F   
= =   
   

 					     (123)

0.1 0 0.1 0 0.1 0
, ,

0 0.1 0 0.1 0 0.1dG H H     
= = =     
       			   (124)

We adopt the MALB criterion to illustrate the applicability of our results and 
compare them with existing ones.

(i) First we analyse the system (17) with  ( ) ( ) 0dA k A k∆ = ∆ =  and parameters 
(122) and (123). By using Theorem 4, the MALB minβ   is calculated for 3α =  and 

5,  10,  20 0( ),  4N ∈ . In special case, when the time-delay is constant ( ( ) 5)d k = , 
3α =  and 5,  10,  20 0( ),  4N ∈ , the MALB minβ  is computed by using Corollary 4. The 

obtained results are listed in Table 7.
(ii) Now we consider the system (17) with ( ) ( )( ), ( ( )), 0f x k k g x k d k k= − =  and 

the parameters (122) and (124). By using Theorem 5, the MALB minβ  is calculated 
for 3α =  and 5,  10,  20,( ). 40N ∈  For the constant time-delay ( ) 5d k d= =  and the 
same values of the parameters α  and N , we computed the MALB minβ  by using 
Corollary 5. The obtained results are listed in Table 7.

(iii) In addition, we consider the system (17) with nonlinear perturbations, 
parameter uncertainties, interval time-varying delay and the parameters (122), (123) 
and (124). By applying Theorem 6 and solving corresponding matrix inequalities, the 
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MALB minβ  is computed for 3α =  and 5,  10,  20 0( ),  4N ∈ . The corresponding results 
are also shown in Table 7.

(iv) In order to compare our results with existing ones given in [33, 34, 53], 
we consider the nominal system (10) with time-varying delay 2 ( ) 5d k≤ ≤  and 
the parameters (122). The MALB minβ  is computed by using [33, Theorem 1], [34, 
Theorem 1], [53, Theorem 6] and Corollary 6 for 3α =  and 5,  10,  20 0( ),  4N ∈ . 
The obtained results are listed in Table 8. From this table it can be seen that: a) 
our results are less conservative than those in [33] and [34]; b) [34, Theorem 1] 
is not feasible (NF) for 40N ≥  and c) 53, Theorem 6] represents a special case of 
Theorems 4-6 for nominal system.

Table 7. The MALB minβ  for 3α =  and the system (17) with  2 ( ) 5d k≤ ≤  and 
the parameters (122), (123) and (124).

N 5 10 20 40

Theorem 4 ( ( ) ( ) 0)dA k A k∆ = ∆ = , 
2 ( ) 5d k≤ ≤

48 352 1.53∙104 2.57∙107

Corollary 4 ( ( ) ( ) 0)dA k A k∆ = ∆ = , ( ) 5d k = 11 35 346 3.00∙104

Theorem 5 ( ( ) ( ) 0)f g⋅ = ⋅ = , 2 ( ) 5d k≤ ≤ 35 180 3674 1.32∙106

Corollary 5 ( ( ) ( ) 0)f g⋅ = ⋅ = , ( ) 5d k = 9 22 121 3409

Theorem 6, 2 ( ) 5d k≤ ≤ 52 412 2.11∙104 4.79∙107

Table 8. The MALB minβ  for 3α =  and the nominal system (10) with 
2 ( ) 5d k≤ ≤  and the parameters (122).

N  5 10 20 40
[34] 9.85∙103 1.53∙106 3.63∙1010 NF
[33] 168 741 1.04∙104 1.70∙106

[53] 33 154 2701 7.09∙105

Corollary 6 33 154 2701 7.09∙105

In order to verify previous results, we chose the following initial values 
[ ]( ) 0.1 0.2 0.1 0.2 ,j j jφ = + +  { }5, 4, , 1,0j∈ − − −  and compute the state response 

of the system (10) with ( ) 3 sin( /15) 2,d k k=   +   1,2, ,k N=   , where ⋅    denotes 
rounding to the nearest integer. Obviously, it can be seen that the time-delay and 
initial values satisfy the following conditions: 

2 ( ) 5d k≤ ≤  and 
{ }

( ) ( )
5, 5, , 1
sup ( 1) ( ) ( 1) ( ) 0.02 1.1T

j
j j j jφ φ φ φ

∈ − − −
+ − + − = ≤



.

Figures 3 and 4 show the state response ( )x k  of the nominal system (10) and the 
evolution of the norm ( ) ( ).Tx k x k Based on the figure, we can see that the considered 
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system is not asymptotic stable, but the norm ( ) ( )Tx k x k  does not exceed the MALB 
minβ  from Table 10, which means that the above system is FTS with respect to 

min(3, , )Nβ ,  5,  10,  20 0( ),  4N ∈ .  
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Figure 3. The state variable of the system  
with the parameters  and 2 ( ) 5d k≤ ≤ .

Figure 4. The norm of the state vector of the 
system  with the parameters  and 2 ( ) 5d k≤ ≤ .

Table 9. The MALB minβ  for 3α =  and the nominal system (10) with 
( ) 5d k d= =  and the parameters (122).

N  5 10 20 40
[34] 104 791 4.02∙104 1.03∙108

[33] 29 74 362 7.06∙103

[54] 8 19 93 1941
Corollary 7 8 19 93 1941

(v) Finally, we consider the nominal system (10) with constant time-delay 
( ) 5d k =  and the parameters (122). For 3α =  and 5,  10,  20 0( ),  4N ∈ , the MALB 
minβ  is computed by using [29, Corollary 1], [32, Corollary 1], [33, Theorem 7] , 

Corollary 7, and the obtained results are listed in Table 9. From this table, it can be 
seen that Corollary 7 and [33, Theorem 7] provide less conservative results than 
those in [29] and [32], and [54, Theorem 7] represents a special case of Theorems 
4-6 (for nominal system with constant time-delay). 

6. Conclusion

In this paper, finite-time stability for classes of uncertain time-varying delay 
continuous and discrete systems with nonlinear perturbations and parametric 
uncertainties have been investigated. New integral and finite sum inequalities with 
the exponential and power function are derived in order to estimate the upper 
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limit of a quadratic form. By using these inequalities and Lyapunov-Krasovskii-
like functional with exponential and power functions, some sufficient conditions 
of finite-time stability are obtained in form of linear matrix inequalities. Finally, 
Numerical examples have been presented to verify the effectiveness of the proposed 
results and some improvement over some existing work in the literature.

Acknowledgement
This work was supported in part by the Ministry of Education, Science and 
Technological Development, Program for financing scientific research work, number 
451-03-68/2022-14/ 200133.

References

[1]	 H. Shao, Improved delay-dependent stability criteria for systems with a delay varying in a range, 
Automatica 44 (12) (2008), 3215–3218.

[2]	 H. Shao, New delay-dependent stability criteria for systems with interval delay, Automatica 45(2) 
(2009), 744–749.

[3]	 H. Shao, Further improvement on delay-dependent stability results for linear systems with time-
varying delays, In: Proc. 30th Chinese Control Conf., Yantai, China, July 2011, 1215–1218.

[4]	 J. Sun, G.P. Liu, J. Chen, et al., Improved delay-range-dependent stability criteria for linear systems with 
time-varying delays, Automatica 46(2) (2010), 466–470.

[5]	 X.L. Zhu, G.H. Yang, T. Li, et al., LMI stability criterion with less variables for time-delay systems, 
International Journal of Control, Automation and Systems 7(4) (2009), 530–535. 

[6]	 C. Chen, C. Lee, Delay-independent stabilization of linear systems with time-varying delayed state and 
uncertainties, Journal of The Franklin Institute 346(4) (2009), 378–390. 

[7]	 P.L. Liu, Further improvement on delay-range-dependent stability results for linear systems with 
interval time-varying delays, ISA Transactions 52(6) (2013), 725–729.

[8]	 P.L. Liu, Further results on delay-range-dependent stability with additive time-varying delay systems, 
ISA Transactions 53(2) (2014), 258–266. 

[9]	 P.T. Nam, V.N. Phat, Robust stabilization of linear systems with delayed state and control, Journal of 
Optimization Theory and Applications 140 (2009), 287–299.

[10]	 K. Ramakrishnan, G. Ray, Delay-range-dependent stability criterion for interval time-delay systems with 
nonlinear perturbations, International Journal of Automation and Computing 8(1) (2011), 141–146.

[11]	 W. Zhang, X.S. Cai, Z.Z. Han, Robust stability criteria for systems with interval time-varying delay and 
nonlinear perturbations, Journal of Computational and Applied Mathematics 234(1) (2010), 174–180.

[12]	 P.L. Liu, A delay decomposition approach to robust stability analysis of uncertain systems with time-
varying delay, ISA Transactions 51 (2012), 694–701.

[13]	 P.L. Liu, New results on stability analysis for time-varying delay systems with non-linear perturbations, 
ISA Transactions 52(3) (2013), 318–325.  

[14]	 P.L. Liu, New results on delay-range-dependent stability analysis for interval time-varying delay 
systems with non-linear perturbations, ISA Transactions 57 (2015), 93–100.

[15]	 J.J. Hui, X.Y. Kong, H.X. Zhang, X. Zhou, Delay-partitioning approach for systems with interval time-varying 
delay and nonlinear perturbations, Journal of Computational and Applied Mathematics 281 (2015), 74–81.

[16]	 W.Q. Wang, S.K. Nguang, S.M. Zhong, F. Liu, Novel delay-dependent stability criterion for time-varying 
delay systems with parameter uncertainties and nonlinear perturbations, Information Sciences 281 
(2014), 321–333.

[17]	 P.L. Liu, Improved delay-range-dependent robust stability for uncertain systems with interval time-
varying delay, ISA Transactions 53 (2014), 1731–1738.

[18]	 R. Dey, S. Ghosh, G. Ray, A. Rakshit, V.E. Balas, Improved delay-range-dependent stability analysis of a 
time-delay system with norm bounded uncertainty, ISA Transactions 58 (2015), 50-57.



Robust Finite-Time Stability of Continuous and Discrete-Time Systems With Interval Time-Varying Delay...384

[19]	 Z. Zhang, Z. Zhang, H. Zhang, Finite-time stability analysis and stabilization for uncertain continuous-
time system with time-varying delay, Journal of The Franklin Institute 352 (2015), 1296–1317. 

[20]	 P. Dorato, Short time stability in linear time-varying systems, In: Proc. IRE Int. Conv., Rec. Part 4, New 
York, (1961), 83–87. 

[21]	 L. Weiss, F. Infante, Finite-time stability under perturbing forces and on product spaces, IEEE 
Transactions on Automatic Control 12(1) (1967), 54-59.

[22]	 F. Amato, M. Ariola, C. Cosentino, Finite-time stabilization via dynamic output feedback, Automatica 
42(2) (2006), 337-342.

[23]	 Y. Shen, Finite-time control of linear parameter-varying systems with norm-bounded exogenous 
disturbance, Journal of Control Theory and Applications 6(2) (2008), 184–188. 

[24]	 L.  Zhu, Y. Shen, C. Li, Finite-time control of discrete-time systems with time-varying exogenous 
disturbance, Communications in Nonlinear Science and Numerical Simulation 14(2) (2009), 361–370. 

[25]	 F. Amato, M. Ariola, C. Cosentino, Finite-time control of discrete-time linear systems: analysis and 
design conditions, Automatica 46(5) (2010), 919-924. 

[26]	 F. Amato, R. Ambrosino, M. Ariola, et al., Input to output finite-time stabilization of discrete-time 
linear systems, In: Proc. 18th IFAC World Congress, Milano, Italy, August 2011, (2011), 156-161. 

[27]	 Q. Meng, Y. Shen, Finite-time H∞ control for linear continuous system with norm-bounded disturbance, 
Communications in Nonlinear Science and Numerical Simulation 14(4) (2009), 1043-1049.

[28]	 J. Song, S. He, Finite-time H∞ control for quasi-one-sided Lipschitz nonlinear systems, Neurocomputing 
149 (2015), 1433-1439. 

[29]	 M.P. Lazarevic, D.Lj. Debeljkovic, Z.Lj. Nenadic, et al., Finite-time stability of delayed systems, IMA 
Journal of Mathematical Control and Information 17(2) (2000), 101–109.

[30]	 S.B. Stojanovic, D.Lj. Debeljkovic, D.S. Antic, Finite time stability and stabilization of linear time delay 
systems, Facta Universitatis, Ser: Autom. Control Rob. 11(1) (2012), 25-36. 

[31]	 S.B. Stojanovic, D.Lj. Debeljkovic, D.S. Antic, Robust finite-time stability and stabilization of linear 
uncertain time-delay systems, Asian Journal of Control 15(5) (2013), 1548–1554.

[32]	 T. Rojsiraphisal, J. Puangmalai, An Improved Finite-Time Stability and Stabilization of Linear System with 
Constant Delay, Mathematical Problems in Engineering, 2014 Article ID 154769, (2014), pages 7.

[33]	 Z. Zuo, H. Li, Y. Wang, New criterion for finite-time stability of linear discrete-time systems with time-
varying delay, Journal of The Franklin Institute 350 (2013), 2745-2756.

[34]	 Z. Zhang, H. Zhang, B. Zheng, H.R. Kamiri, Finite-time stability analysis and stabilization for linear 
discrete-time system with time-varying delay, Journal of The Franklin Institute 351(2014), 3457-3476.

[35]	 X. Lin, H. Du, S. Li, et al., Finite-time stability and finite-time weighted L2-gain analysis for switched 
systems with time-varying delay, IET Control Theory and Applications 7(7) (2013), 1058–1069.

[36]	 Y. Wang, Y. Liu, Z. Zuo, Finite-time boundedness of switched delay systems: the reciprocally convex 
approach, IET Control Theory and Applications 8(15) (2014), 1575–1580.

[37]	 Z. Xiang, Y. Sun, M. Mahmoudb, Robust finite-time H∞ control for a class of uncertain switched 
neutral systems, Communications in Nonlinear Science and Numerical Simulation 17(4) (2012), 
1766–1778.

[38]	 S. Wang, T. Shi, M. Zeng, L. Zhang, F.E. Alsaadi, T. Hayat, New results on robust finite-time boundedness of 
uncertain switched neural networks with time-varying delays, Neurocomputing 151(1) (2015), 522–530.

[39]	 G. Zong, R. Wang, W.X. Zheng, et al., Finite-time stabilization for a class of switched time-delay systems 
under asynchronous switching, Applied Mathematics and Computation 219(11) (2013), 5757–5771. 

[40]	 J. Song, S. He, Finite-time robust passive control for a class of uncertain Lipschitz nonlinear systems 
with time-delays, Neurocomputing 59(2) (2015), 275-281.

[41]	 H. Liu, X. Lin, Finite-time Hoo control for a class of nonlinear system with time-varying delay, 
Neurocomputing 149(C) (2015), 1481-1489.

[42]	 R. Yang, Y. Wang, Finite-time stability analysis and Hoo control for a class of nonlinear time-delay 
Hamiltonian systems, Automatica 49(2) (2013), 390-401.

[43]	 Y. Wu, J. Cao, A. Alofi, A. AL-Mazrooei, A. Elaiw, Finite-time boundedness and stabilization of uncertain 
switched neural networks with time-varying delay, Neural Networks 69 (2015), 135-143.

[44]	 S.B. Stojanovic, Further improvement in delay-dependent finite-time stability criteria for uncertain 
continuous-time systems with time-varying delays, IET Control Theory and Applications 10(8) 
(2016), 926–938.



Sreten B. Stojanovic, Milos M. Stevanovic and Dragutin Lj. Debeljkovic 385

[45]	 S.B. Stojanovic, D. LJ. Debeljkovic, M. A. Misic, Finite-Time Stability for a Linear Discrete-Time Delay 
Systems by Using Discrete Convolution: an LMI approach, International Journal of Control Automation 
and Systems 14(4) (2016), 1144–1151.

[46]	 S.B. Stojanovic, D.LJ. Debeljkovic, D. Antic, Finite-time stability and stabilization of singular state – 
delay systems using improved estimation of lower bound on a Lyapunov-like functional, Bulletin of the 
Polish Academy of Sciences-Technical Sciences 63(2) (2015), 479-487.

[47]	 S.B. Stojanovic, Robust finite-time stability of discrete time systems with interval time-varying delay 
and nonlinear perturbations, Journal of the Franklin Institute 354(11) (2017), 4549–4572.

[48]	 S.B. Stojanovic, M. Stevanovic, M. Stojanovic, D.LJ. Debelјkovic, Finite-time stability of continuous-
time systems with interval time-varying delay, In: Proc. 7th International Congress of Serbian Society 
of Mechanics, (2019), 1-8, Sremski Karlovci 24. - 26. Jun.

[49]	 S.B. Stojanovic, M. Stevanovic, M. Stojanovic, D.LJ. Debelјkovic, Finite-time stability of discrete-time 
systems with interval time-varying delay, In: Proc. 7th International Congress of Serbian Society of 
Mechanics, (2019),  1-8, Sremski Karlovci 24. - 26. Jun. 

[50]	 Y. Zhang, P. Shi, S.K. Nguang, J. Zhang, H.R. Karimi, Finite-time boundedness for uncertain discrete 
neural networks with time-delays and Markovian jumps, Neurocomputing 140 (2014), 1-7.

[51]	 Y. Zhang, C. Liu, H. Sun, Robust finite-time H∞ control for uncertain discrete jump systems with time 
delay, Applied Mathematics and Computation 219(5) (2012), 2465-2477.

[52]	 G. Zong, R. Wang, W. Zheng, L. Hou, Finite-time H∞ control for discrete-time switched nonlinear 
systems with time delay, International Journal of Robust and Nonlinear Control 25(6) (2015), 914–
936.

[53]	 S.B. Stojanovic, New Results for Finite-Time Stability of Discrete-Time Linear Systems with Interval 
Time-Varying Delay, Discrete Dynamics in Nature and Society 2015 Article ID 480816, (2015),  
pages 15.

[54]	 S.B. Stojanovic, D.Lj. Debeljkovic, D. S. Antic, The application of different Lyapunov-like functionals 
and some aggregate norm approximations of the delayed states for finite time stability analysis of 
linear discrete time-delay systems, Journal of the Franklin Institute 351 (2014), 3914-3931.




