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Abstract: Common approaches to the construction and analysis of the conjugate
problems of decision variant choice and of diagnosing such variants are proposed and
investigated here. Pract ical applicatio ns of these approaches are provided. New models
of pattern recognit ion and decision making problems are given. The models are based
on Immersional . existent ial and logi cal conjugacy for the initial problem of diagnostics
and effective choice in the general form. The model of the multi-valued interpretation
of cont radicto ry informat ion is also investigated.
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1. INTRODUCTION

In this paper we cons ider general approaches to the construction of the
conjugate problems of decision making and mathematical diagnostics. These
approaches can produce the conjugate problems of classification and pattern
recogn ition , and of decision variant choice, which may be useful for non-formalised and
improper problems (such as contradictory deci sion making problems).

Conjugacy in decision making has become a more profound and substant ional
phenomenon than could be expected a priori . Conjugacy or duality traditionally arose
from geometry (separability of sets) and mechanics (methods of variations and
optimality conditions, and stability of mechanical objects). However, t he conjugacy
concept may be examined on more abstract logical principles (in particular, the
negation ope ration principle). That the concept of conjugacy is fundamental can be seen
from important results in mathematical programming and pattern recognition
produced by algorithms for the analysis of conjugate choice and diagnostic problems.

2. THE COMMON IDEA OF CONJUGACY

Let Z be a diagnostic or choice problem, which can be formulated as: find an
element x E M of some set M, that has as its particular cases the mathematical

• • •

programming problem or pattern recognition problem, and let Z be a conjugate
problem. We shall study the fo llowing properties ofZ an d Z·:
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.• noncont radicto riness of the problem se ttings Z and Z· ;
• consistency of the const raint systems of these problems;
• solvability of problems Z and Z";
• stability of their solutions with respect to small variations in infonnation or in

problem se tt ing;
• uniqueness of the solutions or boundedness of the solution sets.

•
If Arg Z :: 0, Arg Z" :: 0, the corre lation between generali sed solution sets is

investigated . For example, if Z is the problem of finding at least one solution of a linear
inequality system, then, in the case of its inconsistency, relat ions between terminal
(maximal consistent and minimal inconsistent) subsystems of problems Z and Z· are
considered (1].

As exam ples of the pair Z. Z· we may consider classical dual problems of
mathematical programming as well as the dual problems of pattern recogn it ion
proposed by the author.

This paper presents a short review of models of conjugate problems of effective
choice of decision variants and their diagnosis in operat ions research .

3. GENERAL APPROACHES TO THE CONSTRUCTION
OF GENERALIZED CONJUGATE PROBLEMS

We consider the following approaches to-conjugat ion relat ions:

(i) ImmersionaJ approach

This approach originates in the nonstationary processes of decision making,
modelling the technical, economic and natural systems. mathematical programming,
and pattern recognit ion [2]. It cons ists of the immersion of problem Z into a
neighbourhood V(Z) of similar problems and the investigat ion of the properties of
problem Z an d its solution in this neighbourhood. For example, in paper (6], a formula
is given for finding the derivative of Arg Z along the direction of changing information
in problem Z. .

For example, let the problem of pattern recognit ion be reduced to the following
linear p rogramming problem:

L :mAx {e c.x >" : ~ s b,X ~ O }.X E R" .

The dual problem is:

• . T
L : mm {< b,u > :A e a e.e z n }.

We assume:
• • •

M -ArgL. 0. M . Arg L . 0 .

opt( L) : max { c c.x > : Ar S b,x ;;:O }:: m(A ,b.c ).

Then the derivative of m(A,b.C) along the direction [A ,b,c l is:
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dM (A,b ,c) [ « ]
• max m;n. c,x )+ u,b -Ax) .

d [A.b.c] u M u d l

( ii) Existen tial approach
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This approach consists of establishing the conditions ofaependence of some
restrictions upon others, such as

• condit ions of dependence and nonnegative linear dependence of left-hand sides of
equations and inequalit ies [3};
• conditions of logical dependence, i.e. conditions for a relation to follow from a
system of some other relations (4).

For example. let us consider the following pattern recognition problem:
separate the sets A = {x:(c j .x ) S bj . j =l ,...•m], B ={x:{dj .x}Shj .i= l •... •p} by the

fun ction {( x) = (c.x) - Q . Then the inequality (c.x) - a S 0 depends on the system

(cj.x}- bj S O. j = l •...•m.and the inequ-ality (- c.x) + a s O depends on the system

(d j.x)- hi S O. i = l •...•p . On the basis of the Farkas theorem for linear inequalities. we

may construct the following dual problem:

m

(c,x) - a' LU,[ (ci'x )- h; ]- uo,

Uj~O (j = l •...•m). Uj ~O (i =O.l•....p).

(iii) Logical conjugacy

This is a more general form of conjugacy: problem Z· comprises all or the
essential part of the fcrrnal consequences of statements of problem Z. Hen ce. the
general logical scheme of conjugacy is as follows:

Problem Z: If 3x :A(x) . This is a system of state ments including variable

vector x = [x';x W]e L= L'x L o. Problem Z ' : if 3 x w :B(x ·)=+(A (x»,xe X.+ec1>. Here
+(A ) is a consequence ofA. A=> +(A).

This sche me reali zes the idea of quantor elimination of the contraction of all or
part of the variables IS] . In the next section we present realizations in which the above
mentioned approaches are applied.

4, HEREDITARY EXISTENCE

Here conditions for the existence of solutions (as well as generalized solutions)
to choice and diagnostic problems are cons idered . ,

The choice problem in the general form: for feasi ble set M of decision making
variants we must find an element x e M .
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m

The diagnostic problem in the general forms is: if AI :: UM j • M j r'lMJ = 0(i *- j ), and
j .. l

classes M j , are unknown, but we know the precedent sets N, c .\f. (i E {l,...•m h. then

for :c e M we ~ust indicate the class M i , with the property x E M •.
The conditions for the existence of solut ions (general ized solutions) can be

expressed. as follows :

• in terms of linear dependence, nonnegative linear dependence or some other type
of dependence;

• in terms of the cons istency of subsystems as in Hally's theorem .

These condit ions have been generalized to nonlinear systems and abs tract
restrictions of the form x e M j •

For example. in the case of choice problem x E At we may use tw o dual forms

of describing the set M : if At c RlI is the convex polyhedral set, then there exist vectors
CJ (j e {l,... .m l> the numbers hj (j E {1,...•m b and the finite sets A. B such that:

M ·coA +co""B. {r :{cJ,r}- bJ S O. (j e (l .. ... m } )}

Another example illustrating the case of generali zed solut ions for abst ract
restr ict ions is the p-committee [1]:

The p-committee (where 0 s p < 1) for the sys te m x E .MI • (i e {l,... ,m hon the

class Y is a finite set C c Y such that:

ICnM, I> plCI(IIi).

where lei denotes the number of members of set C. The p-committee exists by the

proposition that arbitrary s sets Ali have a non-empty intersection. and ~ > p,

5. SEQUENCE CONDITIONS

In this section the condit ions which provide t ha t some inequalities are the
consequences of the sys tem of some other inequaliti es a re considered. The general form
of conditions that provide A = B is as follows: B E CQl.'A. where COl.' symbolizes some
type of a hull . From here, models of infinite sets discrimination and models of
discriminating info rmally described sets can be obtained.

Let the feasible set D c R Tl be divided into two classes:
D = M uN, where classes M and N are unknown or are described informally. but the
precedent sets M ' c .'if. N ' c: N are given. Then we can es tablish the following rela tions:

x e 114 ' = { (x » 0; { (y ) > 0 = y e M ;x e N ' = ( (x ) < O~ {(y) < 0 = ye N .

Here inequality { (x ) > O. as a consequence of inclusion x E M ', can be
expressed in terms of the conjugate problem, the form of which depends on the
representation of M ' . It can be easily done if M ' is finite . In the case

M · . {r : f ,(r» O ( i e Il l.
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where J is a finite index set , the dependence of the inequality {(x ) > 0 on the system
f ,(x»O (ie J)can beexpressedas

( x) = LU, f, (x ). u, z 0 (i e f ).
reI

6. DISCRIMINATION OF SETS DEFINED PARAMETRICALLY
AND THE CORRESPONDING CONJUGACY

In this section , a conjugacy sche me constructed with the help of an analog of
the Lagrange function

¢>«(. p) = (x(p)),f = argDA(A .B). A = {x(p) , p e P l. B = (x(q) , q e Q~

is cons idered. Here DACA.B.F) is the problem of discriminating sets A.B by a function
belonging to class F . In this case the pair of conjugate problems is

max
(oF

(x(p))- (x(q))
• mm

111 P.'
(x(p)) - (x(q )

max
( It1 •

where the choice of the norm I I(~ depends on the accepted substantial interpretation of
the problem .

The links between problems of this type are considered in [6J: the saddle-point
of function ¢J( ( . p ) exists under some regu larity conditions.

The problem of finding useful feature estimates can be redu ced to linear
programming as follows. Let

"x =(x 1· ·· · .x ,, ) eR

be the original vecto r describ ing recognised or classified objects. an d let ¢JJ (x) be the

j -th possible secondary feature (j e {t•...•m h.
Now assume that 0v represents the measurement costs for the i-t h origi nal

feature (primary featu re ) under the condi tion that the j -tb secondary feature ¢Jj is used

with t he unit intensity. Here by inte nsity we mean a rather general notion which is
inte rpreted in one way or anot her in each specific sit uat ion. In some class of applied
prob lems it might be e.g. the frequency of applying the j -th featu re.

Now, let b, be the amount of resources needed for dete rmi nation of the i-th
primary feature. Finally. let Cj be the measurement costs for the j-th secondary feature

on the condit ion t hat it is used with the u nit intensity. Then we obtain t he linear
program:

. . .
muurmze c1x l + ...+c",z",
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Then the solution to the dual problem gives useful (from the point of view of
contained information) estimates for the primary features , and the solut ion to the
primal problem gives est imates fo r the secondary features.

In the next section we shall shortly discuss the application of the cont ract ion
method. Let the problem DA(A.B,F) be reduced to the linear inequality system:

where Zj are the coefficients of the separating function. Then the contraction method
can be used to find the commi ttee solutions of the discriminant analysis problem.

7. NUMERICAL EXAMPLE

Now we will give a numerical example of finding the deadlock (minimal
inconsistent and maximal consistent) subsystems of linear inequalities by the
contraction method.

Let us consi der the following system:

-Xl + 2x2 - 4%", < 1,
%"1 + %2 + %"3 + %", <-2,

- 5%2 - %, < - 6
3%1 +x3-x4 < 0,

x1-x2+x3+4x4 <3,
-%3 <-1,

-%1-%2-%4 < 0.

(I)

(2)
(3)
(4)
(5)
(6)
(7)

Thi s system may be corresponded to the following discriminant analysis
problem : Construct the discriminant (separating) function { (a ) '" ( Cal ,..., a 4 ) '"

",4 1 2 3
"' L..j. I%ja j for the vectors a ",(-1,2.0,-4); a ",(- 1,- 1,-1,-1); a ",(0,5,0,1);

4 5 6 7
a • (3,0,1,-1); a = (-l.l.-1 ,-4); a = (0,0 ,1.0); a = (-1.-1 ,0,-1).

For the discriminant function we require :

14 72 356
fla ) <1.{(a ) < O.{(a ) < O.{(a ) > 2.{(a ) > 6'{la ) > -3.{(a ) > 1.

. 147 2356
It 18 , we separate the set {a , a ,a } from the set { a ,a ,a ,a }, and we get

the system (1) • (7)..

Let us eliminate some variable, for example x3
• Then we obtain the %3.

contraction. To get t his, we combine each pair of inequalities for which the signs of x 3

are opposite. A combination is obtained as follows: we multiply the inequalities with
such posit ive numbers, that after the addition we obtain an inequality with coefficient '

. 'of x
3

equal to zero. \ of' enter inequalities with coefficient of %3 equal to zero in to %3 .

contraction without cl ure. The index on the left side indicates which inequalities were
combined in order to gf" ntraction inequalities .
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Should the union of indices of two inequalities contain an index of some other
inequality, such inequalities are not combined and the contraction is called a
fundamental contraction.

Note that the contraction requires the solution of the dual system:

",(I)+...+..,{7) = 0 ('Ix, ).

" i >0 (i e {t.....7}).
U = (ul ,... ,u7 ) ~ O.

We obtain the fundamental %3-contraction:

- Xl +2x2 -4x4 < 1,

xl +%'2 +%4 < - 3.
- 5%'2 - %'4 < -6,
3%'1-x4 < - 1,

x1-x2+4x4 <2.
-x1-x2-x4 < 0 .

(1)
(2.6)

(3 )

(4.6)
(5.6)

(7)

If we eliminate Xl from the x3 - contraction, then we obtain the (x1,x3 )

fundamental contraction:

3x2 - 3x. < - 2.
-5x2-x < - 6, .
6%2 -J3x. < 2,

%z < 3.
0 <-3,

- 3x2 - 4x4 < - I,
-2%2 + 3x. < 2.

After the elimination of x4 we obtain the (xl ,%;J,x4)·contraction:

17x2 < - 16,
x2 <3,
0< -3,

-17x2 < 5.

(1.2.6)
(3)

(1.4.6)
(1.5.6)
(2,6 ,7)
(4.6.7 )
(5.6.7)

(3.5.6.7)
(1.5.6)
(2.6.7)

(4.5.6.7)

After the elimination of x 2 we obtain the full fundamental contraction:

0 <35,
0 <-3,
0 <56.

(1.3.5.6.7)
(2.6.7)

(1.4.5.6.7)

And now we may use the Chemikov theorem [3]: the indices correspond to
contradictory inequalities of a full fundamental contraction if and only if they
correspond to minimal inconsistent subsystems. In our case we have the contradictory
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inequal ity 0<·3 with index (2.6,7). Hence, there exists only one minimal inconsistent
subsyste m with numbers (2), (6). (7) of inequalities of the initial system.

If I=lil .....lql is the index set of a maximal consistent subsystem, then

/ ~ {2,6.7 t I e {1,...•7}. and / is the maximal set with this pro perty. In our example

the. index sets of maximal consistent subsystems are: {l ,2,3,4.5,6}; P,2,3.4.5,71;
(1,3,4,5,6,7 ).

8. COMMITTEE CONJUGACY
IN NONFORMALIZED PROBLEMS

The majori ty committee (8 p-committee with p=1/2) for the system

f;<:r) S bj • (j e {l, ... .m h is the set C:: {x l •...• x
q I with the property: each inequality

of t he system is sa tisfied by the majority of members of C. T he following discrimina tion
problem with separated sets given by precedents is considered: The sets A' c A . g c B
are given , Determine A and B.

A discriminant committee is a set of separating functions; {f1 •...• fq }c F is

t he committee of the system f (a) > 0 (a e A'). f (b ) < 0 (b e B\ f E F. T he problem

DA(A ,n,COAO, when' COM is t he class of committee decision rules, is replaced by the
p-oblem DA(A '.B' ,COM ). The conj ugate system for the latter problem can be written
as

Lu. (o .x)- LUb(b .x)oO, u >O
a l!' A ' bE Ef

When new vec tors a,b are added to the sample precedent set, new variables
ua ,ub ap[X'ar in the conjugate sys tem which ca n be taken into account automat ically as

in the s implex method , T he conj ugate syste m makes it possible to find maxim al
noncontrndictory suhprohlems for prob lems DA(A ,B,LIN ) or DA(A .B,AFF), Here
U N is the class of linear functions. and AFF is the class of affine functions . The
solutions to these subsys tems are used. to construct the committee of linear or affine
functions that makes the decisions on belonging to the class through the majori ty
"voting" of these funct ions 11J.

For example th e seta A.nc R2
:

A = ((0 ,01,11, 11, (2,4), (6,Ol}, D = {(2,5/2), (0,7/21, (4,01 , (4,7/21}.

are eepura ted by the .•'fi ne commit tee



VI. D. Mazurov I Conjugacy in Pat te rn Recogni t ion

9. CONJUGACY IN THE SEPARATION OF INFINITE SETS
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This conjugacy scheme is based on the ab ility to find the separat ion
hyperplane equation

{c.x} = b

as an implication of the inequality system defining the separation problem:

X E M=> {c.x} < b;

x E N=> {C.X} > b.

Consider the primal and conjugate interaction of sets in the problem of their
separat ion by a certain funct ion. Let E be a linear space over the real number field R :

E = E(R) .

Elements x E E can be interpreted as object (or phenomenon or arbitrary
process) state vectors. Let D be the set of feasible states in space E: D eE which is
characterized by t he fact that if x f: D, x e E, then in the given specified problem vector
x does not correspond to any act ual ly possible state. This characterization makes it
possible to describe D roughly through the use of discrimination analysis, i.e. by means
of constructing a plane separating observed objects from D from observed objects from
E ID.

Suppose that there exists (but is not realized analytically) a subdivision of t he
feasible set into the classes: .2) = ci\ uJSuC. Here ci\ and JS are the basic classes, C
is t he boudary set separating A and B. Let A E 02\. B E J:; , C E C. Here A, H and C
are actual or precedent sets (observat ion material).

Let us introduce an interaction function for the precedent sets as follows:

U(p.A .B.C.x )

is a display of the interact ion of the sets A, H, C at some point x E E. Here p is a vector
parameter determining the specifi c choice of t he interact ion made from t he class

{U( p. A .B .C.x) : P EP).

We assume that the inte raction has no display on the boundary set C {i.e. it is
neither positive nor negative here):

3p E P :U(p.A .B .C.x) = 0 ( '1 x e C). (I )

This is a system with respect to p . Here in fact the problem of finding
(identifying and adjusting) interaction function U is considered.

A particular case of system (1 ) is the model
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DA(A,B,C,D,E,F)

of discriminating the sets A, B, C by the class F of separating functions (in this
particular case the class of potential functions ,is meant), In the case

U ( p ,A, B,C,%) = L u(p,a,%)- Lu(p,b,%) +E LU(P, C,%), £ >O.
Gt!A b EB Ct! C,

Here u(p ,a.x) is interpreted as the potential created by point a at point x; £: is
a sufficiently small number (it may be that E = 0); u(p.a.x) 2: u(p,a,a ) 2: O. In that
case, by findingp in (1 ) we identify the function u,

Ifwe assume that the unknown functions u in this problem are of the fonn

u( p .a ,x) = v(a )f(p,a,x) = lI(a) . o,p(.x).v(a) > O.

then it would appear natural to take the system

3%, { (p ,a ,%) > 0 (a e A ), { (p,b ,%) < 0 (b e B ), p eP

as a conjugate model. This is the problem

DA(A,B,F), F = I{(p,a ,%) , p eP, % e X }.

(2)

It is conjugated to problem (1) of finding interactions: in (1 ) p is found, i.e . u as
a function of p , and in (2) x is found (adjusted).

By analogy with this example, in the general case the problem of finding x such
as :

1 {>0 (a E A ),
- = U(p,A,B,C,%)
ute) < 0 (b e B).

will be called the conjugate of (1) . Here left-hand aides are functions ofa and b.

So, 0 ) is the original problem:

Find p eP : U(p.A .B,C,x) = 0 ("Ix E C). Here the potential created at each
point x is adjusted. Let us agree to use symbol 3 in place of the word 'find" (which is in
agreement with the gist of the matter):

3 p e P, 'I x e C , U (p,A,B,C,%) = O. (3)

Here the interaction or the potential created at each point x E E is adjusted
<through the choice of vector parameter pl.

The conjugate problem is
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_ 1 {> 0 (a e A),
3x e X, 't Pe P c P :- V(p, A ,B,C,x)

via) c 0 (b e B).
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Here a point x is chosen and sets A and B are separated according to the interaction-value at x in the given region P.

This is the interpretation of conjugated discrimination problems (3) and (3*)
by means of interaction functions.

10, CONJUGACY IN THE PROBLEM
OF THE CHOICE OF FEATURE SPACE

Here conjugate models are const ructed through reduction to dual linear
programming problems and through the contraction method, which is connected with
projecting on a subspace. For example, consider t he discrimination analysis problem

f e F,f(a »O (a e A ),f(b) 'O (b e B ).a e tr» e R" ,

We may use the transformation ~ of space R~ : a --+ at, b --+ bt , with the aim
of translating all the objects in a "good" class d\ =' A :d\ ::{x : ( x) 2: O} .

f (a f ) >0 (a e Al, f (b;) z 0 (b e B~}

fe F,fe 4>

But this problem may be contradictory and we use the contraction method
(connected with the dual problem) to find the maximal solvable subproblems.

11. CONJUGATE MODELS IN TAXONOMY
AS DUAL INEQUALITY SYSTEMS

Here the taxonomy problem for the set D is solved; it is the problem of representation

where Dj is the i-th class or taxon, an d all the elements of the t-th class are near to each
other. Consider the system

f(x ) , 0 (x e D),f e F,

where the set {r :(x) s: O} is interpreted as a taxon, corresponded to the function (.

We may use the conjuga te system to fi nd the minimal inconsistent subsystems:

, .
(x) s:O(xeDj ) . D, c D. ie { l •.. .•q ).
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The first taxon D1 corresponds to the maximal subsystem that does not include these
minimal inconsistent subsystems. Then this procedure is repeated for D \ DI • etc.

12. EXISTENTIAL CONJUGACY

We shal l discuss diagnostic and choice problems in the abstract form

X E M, (i e I ). x e D, (4)

For this problem, conditions fo r the existence of solutions and generalized
solutions (such as committees) are expressed in terms of cons istency of su bsystems .
Examples are Helly's theorem for convex sets and its generalization to commit tees.

In a more specific form, the problem takes the fonn of the system

" (x) > 0 ( i e f ), (5)

which in general does not have to be consistent. For this system, conditions for the
existence of solut ions are expressed in terms of nonnegative linear combinations . This
is also true for the committees. We can linearize the system (5):

• by expansion with respect to the basis:

L u(i gj (%) > 0 (i E I ), x E A:
j~ J

• through the gradi ents, for exam ple,

< r;<O),%> 0 (i E /).

Then the conjuga te system can be written down . For (7) t he conjugate system is

(6)

(7)

LuJ,= 0.
iEl

For (6 ) the conj ugate system can be present as follows: if A is a Finite se t, then g j( a ).

a E A , are known coefficients . We obtain a linear inequality system with respect to u ij '

In greater detail consider affine

or even the linear system

( Ci , % » 0 (i EI )

(6)

(9)

Their dual systems are assoc iated with the elimination of unknowns and with
the Farkas theorem.
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Consider the sys tem that is s-conjugated to (9) with respect to the set D:
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L iElUi( ci'x ) = 0

u=(uj :i e 1) ?: O,
(10)

Each solution u of this system 'must have not more than s nonzero components. Here

{
l ' h > 0;

sgn h =
O,h = O.

Consider some relations between systems (9) and nO), Let system (10) be
inconsistent. Then for each r c I , It1:;; S, the system

in inconsistent. This means that the system

( ci'x ) > 0 (i e 1'), (x e D ) (Il )

is consistent . Thus, if system (10) is inconsistent, then each system (11) with 111:;; s is

inconsistent . This fact can be applied :

• to the question of existence of'p-committee [ll ;
• to the choice of informative features;
• to the contract ion method.

Here the p-committee for system (I I> is the set C c D :

'fi e 1' :1{x eC :( c" x » o}l >plcl.

In the case s = 1: it is requ ired that each inequality in system (10) has a

solut ion. In that case there exists a p-committee ('V p < i> (see {I].

Consider nonlinear system (5):

fj (x} >O (ie l) , xe L . Let s:;; I I~ Dc L, where L IS a linear space. Consider (s ,D)

conjugate of syste m (5):

L iElu/j (x )

u=(ui :iE l)~ O.

(12)

Theorem 1. Let tel. If the system
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(I(X»O (i E 1' ). (x e D ) (13)

is consistent . then the syste m

is inconsistent.

(14 )

(i En
3u~ O.

Proof. Let sys te m (13) be consistent and let x be its solution. Then f
l
( x ) > 0

and syste m (14) is inconsistent. In fact . if on the contrary
Lr u, f t( x )=O. 0 >0. which is impossible.

The inverse sta tement is true for f E LIN (whe re LIN is the class of linear
functions),

Theorem 2. Let each collection of s sets from M i have a nonempty

intersection that, in its turn, has a nonempty intersect ion with D. Then for :. > p

there exist a p-committee C c D for system (4), where m =111.
~

Theorem 3. Let fj(O); 0 ('ti) and let f , be differentiable. There exists a
committee of the syste m

< (,<0).% > 0 (i E {t.....mh00 its (2.R
fJ

) - conjugate system is inconsistent.

For a comparison see Helly's theorem.

13. TH E MODEL OF ALVIBIG UOUS INTERPRETATION
OF CONTRADICTORY INFORMATION

A ny real information presented in the form of a symbolic text suggests the
existence of a latent part (t hat of which the autho r of the information was aware but
failed to express in the text).

This situat ion can be modelled as follows: a real message is the projection of
message I (t hat was intended to be conveyed in real ity ) on space U that is accessible to
us:

r = (u.v) E X = UxV.

In place of a real transparent 3-dimensional cube we can represent only its
projection on a plane. In that case reconstruct ion of the original message x is
ambiguous. Let us see how it can be done.

Let D c X , where D is the set of admissible messages. Let y. denote the
origi na l message that is desired to be obtained. when interpre ting its accessible
projection S on subspace U.

Suppose that S has the following structu re:
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, ,
SoU IM = (U IV )-1· 1 ' .1 ... •

29

where 41 is the projection operato r on subspace U and M j is the set of message elements

in order i (i.e. the message elements are hierarchically orde red) .

The set I ( .M )=. Y is assumed to be ordered . where I IS the interpretation
operator .

The interpretation I (At ) =. Y is found in the following form:

Y = {q= (x.y(x)) e X :x e M}.

Let y =. (y(x) : x E M) be the vector defining interpretations. All the other
interpretations are defined sequential ly : I (Mi• l ) is defined via I (M

I
) .

The following method is put forward. Let q' ='( XI. y (X
I » and let an

interpretation predicate p be given that assigns a meaning to the piece { q l •...•ql } of the
message:

[ 1 ' ] _{I, if { ql .....q'
P q •...•q (y ) -

O. otherwise.

lis an intelligent independent block of the message

/

Then. the interpretation of message Y will mean the maximal cons istent
subsystem of the system

p [ql •....q' ](y )= l ('tT= { x ' ... .. / }cS).

Note that the projection block T is thus put into correspondence with the
message block

1 1 I I t T
{ q = (x .y (x )).....q = Ix .y(x ))}

In some cases p can be defined by means of linear inequalities. So. if the
expansion of element x in terms of the block

,
x =. LZj Cx)Xj

;'1

is found , it might be natural to assume that

• •

Pq( y )=.l ee ) '(x ) ~ LZi (X )y(XI ).
i.1

For example, let us consider the Neckers cube:



30

where
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,,---- - - - ---ol p,

P3~---_+--

The edged set is :

.\f; :: {PIPZ' PIPa' PIPS' PZ P4' PzP6·PaP4 · PaP, ' P4PS "PSP6' PSP7 ' PsPa · P7Pa

IM; I·12
,,

The point Pi :: (x; . x;) corresponds to the vertex 91 "" (x; . x; .Y,) of a polyhedron in 3·

dimensional space. Note that the edges PIPZ,PZP4, . P4 PS,P7PS,PSP7. PIPS are visib le

for any interpretation.

Let us compose the sys tem of equations:

I ) 9 1 E 9 29596 ~ 1 1 - Y2 - Y5 '" Y6 = 0;

2 ) Q5 E q6q7q8 ~ Y5 - Y6 - Y7 + Y8 '" 0 ;

3) q 3 E 94 q798 => Y3 - Y4 - Y7 + Y8 '" 0;
(15)

4) ql E q 2q 394 => YI - Y2 - Y3 ... Y.. = 0 ;

5 ) 91 e Q3QsQ7 =>Y1- Y3- Y5 + Y7 = 0 ;

6) 92 = q4q698 => Y2 -Y4 - Y6 + Y8 = 0.

The visibility of the edges is described by the following inequalities.

1) Edge qlqa may be shielded only by the face q 1929695- The relation

I 1 I . li he i aliPa = 4" PI + "2 Pz + 4" Ps Imp res t e mequ uy



(1 )

(3)

I ';' )

\1 , D \I azu rov i CnnJllj:(~c)' In Pntt.-rn H. 't:n~,'lIl I LOn

1 1 1
\' <- v + -\- + -\. ~ ,.) · 1 ·M ••)

.; :? 4

)'6 < - 2 )'1 -)'2 * 4 .vJ .

5 1 ~

v" < - y o+ - \.~ - - v,"• w ~ • , •

4- 2 -I
1 1 1

\' < - V .... - \'~ +-)" ."6 - 4 - , b
-l 2 .;

;11

v < - v. -.- - v. ... - y_ :_ ) _ . -1 - J

.; 2 -l
-3 ~ 1

v <_yo _ - v -.- - y_:_-I 1 - 2 . ;;,
-l 2. 4
~ 1

v3 -c - V., - v-I'" - \'6 '
. 2 -.' 2. '

t 5) = 11)

(6)

l71

1 1 1

4) Consider the case : edge q)q7. faces QtQ2Q6f/S' Q,RtiqBQ7' relat ions

P3 '" ~ Pv " }P2 + i ps: Pa = 2Ps + 2P6- 3P7: P7 = -~J PI - }P2 + ~ Ps It follows:

( 8) = ( 1)

( 10)

1 1 1
>'a < - Yl + - >'2 + - )'5:

4 2 4
)'3 c 2 )'S + 2 )'6 - 3)'7 :

- 3 1 5
)'7 < - )'1 + - y,, '" - y r: .

~ 2- '+'"

5) Consider the case: edge q5q6" faces QtQaQ7Q5' QJQ-lQll17. relations

Ps " tP4 + ~P7 - ~ P8: P6 '" tP4 + 1P7 + ~ P'3 : P6 '" -21 PI +2Pa + ~P5 '

It implies the inequ alities :

(1 1)

(12) = (4)

(13 )

1 3 3
)'5 < - Y-I + - )'';' - - )'~ ;

4 2 .;
1 1 1

)'6 < - Y -I + - .'\'7 -+ - )'8:
4- 2. .;
- 3 1

)'6 <-Yt-.- 2)'3 + - )-'5 -
2 2
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6) Conside r the case: edge q6q8- face 939.9897' relation Ps < ~ P4 + ~ P7+;Ps'

It implies:

(14) = (4 )
1 1 1

Y6 < -Y4+-Y7+ - Y8;
4 2 4

Equations (15) and the inequalities are equivalent to the following system

(l )h < 0, utv -n -:». (III) - h< O.

(IV) - h < O. (V )h < O. (VI )h < O.

(VI/)h < 0, (VlIl) h < 0, (lX ) -h <O.

(X )- h< O,

where h '" - Yl - 2Y2 + 4Y3 - Ys ' This system has only two maximal solvable subsystems:

1) I. V, VI, VII , VIII .
2) II, III, IV, IX, X,

Case 1) gives the interpretation where edges Q1Q3 ' q 3q4> q3q7 are visible. Case

2) gives the interpretation where edges Q2Q6' Q5Q6 ' Q6q8 are visible.

14, APPLICATIONS TO THE DESCRIPTION
OF COMPLEX SYSTEMS

Here some examples of applications to modelling natural systems are given.

The following models for metasomatosis problems are put forward [7] .

1) Mathematical programming model which includes a pattern recognition
block to deal with nonformalised restrictions and criteria. In this model, some
restrictions are imposed upon the state vectors (balance restrictions, conservation laws,
interaction relationships, etc.). Criteria (object ive functions) are related to
thermodynamic state functions (potential or entropy). Conservation Jaws can be taken
into account in the relaxed form, as bilateral inequalities; they can be nonlinear.

Another characteristic feature of this model is : the corresponding optim iza tion
problem can be not only unstable but also contradictory. And then the model defines
not an ordinary equlibrium but more general quasi-equilibrium constructions.
Moreover, the function defining the problem can be discontinuous and nonformalized.
The model includes the means to identify its blocks.

2) Models of discriminant analysis, taxonomy and choice of informative
features . These models are used to: identify the classes of thermodynamically
equivalent states , construct sur faces dividing homogenouos regions and identify the
state of natural syste ms.
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Since the problems in this sphere are significantly nonformalized,
corresponding pattern recognition models are, as a rule, contradictory. Then the formal
tools of dealing with sub-definite problems should be used. In particular, a collective
decision rule (i.e. a more complex decision rule than in the noncontradictory case)
should be constructed, as it is regularly done in the committee method.

15. NUMERICAL EXAMPLES OF DUAL PROBLEMS
OF DIAGNOSIS AND CHOICE

First let us consider conjugacy relations in the common form for problems
with different kinds of representation of sets.

The initial choice problem is:

.
- find the element x e cavA where % is an effective element corresponding to

binary relation r, and cov is some hull.

The conjugated choice problem is:

- find the element % as the effective correspondent of binary relation r
satisfying the system

"(x) s 0 (i el).

Here the form of hull COL' corresponds to the class of functions k

We also consider initial and dual pattern recognition problems (discriminant
analysis). The initial discriminant problem for sets M, N and class F of separating
functions is: DA(M,N,F>, where M '" cavA, N '" COL'B.

The dual problem is: DA(M,N,F), where

M= {x :f,(x)<O(i e 1)}, N= (x :gj(x)<OU e J)} .

The relation r can be represented through the dual description of the corresponding set

R=((x,y) :xry}

More precisely, let the initial model be the following problem Z:

(1) -%2 s 1,

(2) %1 - %2 s 0,

(3) %1 -%2 S -1,

(4) -2%1 +%2 ~-l.
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This system may be interpreted as t he prob lem of t he choice ltr parumoters
x1.x2 of a techn ical object or economic sys tem. It may also hi! the problem " f learning:
d iagnosing, where we must const ruct the separating funct ion ( tX} = x \ -"1 .. x 2Z'z f~lr sets
(precedent classes)

I ". A = l a = (O.-ll. a- =(1.1) l;
1 2B = {b .(- 1.1). b = 12.- 1)1.

The separating condi tions are:

1 .. I 2
fla ) s I. «a-, s O.(lb ) >1.(,b ' >1

Here t he surface separating A and B is descnbed by t he equality f (z 1= 1.

The dual problem Z' is: for nonnegative combinations of inequalities ( 1) - (4)

we require:

if a linear combination of left -hand sides is ident ically equal to zero. then the
same combination of right-hand sides is nonnegative. Let VI be t he coefficient of t he 1

th inc__'quality in th is combination . Then the problem Z' has the form :

VI ~ O. L'2 ~ 0, v3 ~ O. u4 ~ 0 ,

v2 + u3 - 2u4 = O.
-vI + uZ- v3 + u4 = 0.

vI -v3 - v4 ;:: 0.

and (3' ) is the consequence ofW' ), (n , (2').

10",
0 ' )
(2 ' )

13')

The solution sets ArgZ and ArgZ' give the evaluations of nonccntradic-
,

tc rin esa stability of probl ems Z and Z .

The stability of solut ions under small variations of problem statemen ts in th is
inconsistent case is redu ced to finding consistent subproblems an d then invest igating
the stability of subproblem solut ions.

The solut ions se ts of maximal consistent subsystems of system (1 ) ~ (4) are
shown on Fig. 1 as shaded regions. We show here the vertices and the direct ions of
infinite edges of polyhedral solutions sets.
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( I

(3 )

(1)

--1----------'71

I )

Figure 1.

From the geometric point of VIew, duality IS connected with the dual
representations of sets:

. predicativo form, when the sets are given through the restr ict ions;

. st ructural form, when the sets are given as the hull of some points and
directions.

Such geometric representations are importan t for opt imal choice problems and
for pat te rn recogn it ion; for the convex polyhedral sets such connect ions are well known
(see, for example, [I ]. [2]. [3]. [4]> .

So, a convex polyhedral set M may be represen ted by dual forms:

M '" coA + coneb ;

.\1= {x e R" :< cj .x >s bj (je {l•... ,m I}.

(IJ

(l1J

Here A and B are some finite sets in space R" : x ,c) E R" :( c}' x ) is the scalar product .

co is t he convex hull, cone is the convex cone hull .
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It is possible to pass from form (II) to form (I) and back by the simplex-method
and by the elimination method. and not only in propef (M ~ 0) cases, but also in
inproper (M = 0) cases.

(
I p

Let A :: a •....a ). B. {s' ,...,bq
}. For any % e M:

Z:: ( z l . ....Zq ) 2: 0,

L.t'.1 z. = 1.

(lIn

Let 01 '" (ai1•...•oan ). bl == (bj 1•.•.•bjn ). System (III) may be represented in the form:

0li%t+...+QpiZp +bh.f)t+.••+bqJuq '" xi (i E {t, ... ,n».

Zt+...+zp == I ,

z, > 0 li e ~, ...,pb,Ui > O(i e ~. · · ·,qb ·

(IV)

To obtain form (II), we may use the methods of [3]. [6]. AJJ a result of the
fundame ntal elimination method for (IV), where we eliminate variables Z j and ui' we

obtain the system inequalities of

( Cj ' % }<bj (je {J.,... ,m D.

If M • 0 , then M = {% :(V) }, and

M~0=AuB.;It 0

(V)

But if system (V) is inconsistent, then the pass (In~ <n may be realized in
different ways. For example, we may find the maximal corrections of the right-hand
sides of system (V) to obtai n an inconsistent system, and then apply the simplex
method to obtai n form (I).

And another way is possible . System (V) has a finite set of maximal consistent
subsystems, and then we have to obtain the representation of any maximal consistent
subsystem in the form (I) . Finding maximal consistent subsystems can be done using
the fundamental elimination.

And now let us go back to the numerical example (see Fig. 1). We flrSt
transform the problem (1) - (4) to the canonical form using representations
Xi R Yi - Zj' Yj O!: 0, Zj O!: 0 and slack variables U j O!: 0 :

- Y2 +z2 +ut "" 1

Yt -Zt +Y2-z2+u2 = 0

-Yt +Zt +Y2 -z2-u3 = 1

2Yt-2zt -Y2+Z2-ul '" 1



For this tableau we have: ul '" u2 = U. '" O. These equations correspond to the
maximal consistent subsystem with the index set II= {I,2,4}. From the tableau we find

the vertex of the solution set for this subsystem: A '" (~ ,-i ).
The transformation of the simplex-tableau corresponds to going to a

neighbouring vertex on the edge. Such steps can give all the vertices. Working with the
subsystem II' we obtain the vertices B ", (0,- 1), C::: (- 1,1).

The solutions set of the subsystem is co(A,B,C). Using the complements to II'
we find other maximal consistent subsystems:

37

-.
1,={l,2,31

{3} <complement to 11

/
1,= {I,3,41

minF ", UI +V2 +V3 +V.

vI = 1-(-Y2+ Z2+UI)'
U2 = O-(Yl - ZI + Y 2 - Z2 +U2 ),

U3 '" I- (- Yl +ZI + Y2 - Z2 - U3 )'

U. '" 1- (2YI - 2z1- Y2 + z2 - u. ).

•
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The problem of minimizing the summary residual is:

The sequence of simplex-transformations gives the last tableau:

The simplex-tableau for these equations is:

u, z, v. v, v, v u, u,
F 5/3 -1/3 0 0 -2/3 -1 -1/3 -1 -2/3
u 2/3 2/3 0 0 -1/3 1 2/3 0 1/3

lv, 1/3 1/3 -1 0 1/3 0 1/3 0 -1/3
v., 5/3 -1/3 0 0 2/3 0 -1/3 -1 -2/3
z. 1/3 -2/3 0 -1 1/3 0 -2/3 0 -1/3

v. z, v. z. u. u. u. u
F 3 2 -2 0 0 1 1 1 1
v, 1 0 0 -1 1 1 0 0 0
v. 0 1 -1 1 -1 0 1 0 0
v. 1 ·1 1 1 -1 0 0 -1 0
v, 1 2 -2 -1 1 0 0 0 -1
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By t he simplex- met hod we obtain the representation s for 'Soluti ons sets of
the."e subsys tems :

O+cone 181.821;

col J.: .F, .. cane {S3'S~ l .

In gen eral , such examples can bo obta ined from t he followin g construction: Let t he
choice or patt ern recouniuon proble m be reduced to the system

The du al problem is

Z ' . L, vJcJ :: 0, t - 2: 0,

find till' connocuon between Z and Z ' is as follows:

The problem Z is inconsistent <:::J the set of fundamental solut ions of problem

Z' defines the set of mini mal inconsiste nt subsystems of problem Z.

16. CO;\lCLUSIONS

Conj ugacy in pattern recogniti on has specific characteristics as compared to
tha t in mat hematical programming hut it ,:,..ields t he same practical results , making it
possible to esti mate the stability of solutions to choice and diagnosing problems and of
corresponding decision rules. as well as to resolve the contradictions in the observed
data and in the correspondin g mathematical models ,
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