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A. N. Ko!mogorov [1] has introduced the notion of tables random with
respect to the system of the admissible algorithms. In Section 1. we discuss
certain questions involving the definition of the algorithm given in [1]. Further
on, we give statistical interpretations to the table randomness tests, and we
estimate the mumber of algorithms for these tests. In Section 2. we define
randomness test for table generator and we prove some of its properties.

Let the table (of numbers) be a finite binary sequence T'=(t,, t,, ..., ty).
We select subsequences from this table using the system of algorithms. Roughly
speaking the table is random if in these subsequences the frequency of
occurrence of I’s is “stable’’. A precise definition of these algorithms is given
in [1]. According to this definition the selection of an element does not depend
of its value. Such definition of subsequence selection formalizes the ideas of
von Mieses. We give this definition.

The system of functions F=(F,=const, F,, ..., Fy_,) defines a permu-
tation (x,, x,, ..., xy) of (1,2,..., N) dependent on T=(t,,¢,,...ty) by
Xp=F,_ (X1, teys X5 teys oo v 5 Xips Exiy)s i=1,2,..., N.

Let the system of functions H=(H,=const, H,, ..., Hy_,, Hy=1)
and G=(G,=const, G,, ..., Gy_,) have the properties H;, G,c{0, 1} and
Hi(xy, by oo s X G)SSKH (6, Bes ooy X gl Xy Bay). Let s=s5(T)=
min {i: H;(x,, tx,; ... ; X;, tx;)=1}. The functions F, H, G and the table T
define the subset 4 {1,2,..., N} by x, &4 iff k<<s and G,_,(x, tx;, ...,
Xg_qs typ—,)=1 The algorithm generated by F, H, G selects the sequence
(txiy, txyys .. 5 tx;y) out of the table T=(¢,, t,, ..., ty), Where {xi,x;,,...,
Xiv}=A

Let v=v (4) be the number of element in 4. Table T is (n, ¢, p) — random
with respect to R=(F, H, G) if v>=n and

'—1_ Z tk_P <€,
, V kc4
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or if v<n. Let R={R;} be a system of algorithms. Table T is (n, ¢, p) — ran-
dom with respect to R if it is (n, ¢, p) — random with respect to each R,ER.

1. It is convenient to use the methods of the Probability Theory for the
following statistical interpretations. We consider the table (¢,, t, ..., ty) as a
realization of Bernoulli sequence (abrv. 3(N, p) sequence) (%,, Eas oot BN

In Mathematical Statistics tests are used where the error of the first
type is some small probability «. We shall consider given algorithmical tests.
as a special case of statistical tests at a given level «. The null hypothesis is.
that sequence (§,, &,, ..., &) is a B(N, p) sequence. It fact, in this case the pro--
bability « is proportional to that part of the tables which are nonrandom with.
respect to the given system of algorithms. Also, it is reasonable to introduce
the level a if we consider the nonrandomness as a rare property [2].

Definition 1. The system of algorithms R is a-admissible (denoted by
R*) if the probability of 3(N, p) sequence being nonrandom with respect to R
is not greater then . The algorithm R is w-admissible (denoted by R%) if the
system {R} is o-admissible.

It is evident that two algorithms given by different set of functions
F, G, H may produce the same set of non random tables. Therefore we give:
following.

Definition 2. The system of algorithms R is minimal if for every
R&R exists at least one table nonrandom only with respect to that algorithm.

Every system 2 may be reduced to the minimal system ‘R, so that 8ys—
tems R and ‘R produce the same set of nonrandom tables. Therefore in what
follows we may consider only minimal systems.

Let R=(F, G, H) be an algorithm. The system of the functions F corres—
ponds one sequence to another by permutations of indices. Let us show that
if the original sequence is (N, p) one, then the image is also a BN, py
sequence. For fixed x, ., ..., x;_,, tx_, we have

P(EK;': 1 Jxla txl; ey xi_1’ txi_.l):P(axi: 1)=p9
and PExy=tx, s Ean=tuy) =P Euy=1:) Py =tu, | Ex = 1) . .
| Zty, —
P(E.rxN=th| Em:txn ey EXN—1= xN—1)=p ‘ '(] _P)N By

The system F preserving distribution is not the most general if we aban-
don reccurent evaluation of x,, Xyy o

Proposition 1. Let ® be a transformation in the set of binary
sequences such that: ® (x|, ..., xy)=y, ..., yy) implies % Y= % x;. Let
Eys ... En) be a JB(N, p) sequence. The sequence = =

(s oovs ) =DPE,, -, Ey)

is JB(N, p) sequence if and only if ® is one to one transformation.
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Proof: Let ® be one to one transformation. Then
POy=Vis- s mw=In)=PE =x, ..., En=Xn; O(x;, ..., xy)=

Ex ~Zx, —y.
=ps oee s PN =P (L= p)¥ N = P11 - p)V T,

If the distribution is the same, then

szi(l _P)N_zyi=P(m=yls cees MN=IN)=
= 5 PE=x,-s Ey=xn @O, s X)) =15 -5 PN =

X1 XN

Zx, N—-Zy, ny. N-Zy.
= 3  puQ-p"Ei=pTia-p 3 1
Xiseees XN Xlseeos XN
@=(y1,...1IN) ©=(Y15.+,YN)

meaning that the number of sequences (x,, ..., xy) corresponding to (¥;,..., ¥x)
is exactly one.

Proposition 1 implies that the system of functions F defines a one to
one transformation.

Now we consider some properties of system 72 which depend on the
number p of algorithms in 72 and involve a-admissibility.

Let p* be such a number that every system of p* algorithms is «-admis-
sible. We introduce the upper bound for p*

rot=r(n9 & D oc)=sup 9*20

Let p be such a number that no system of p algorithms is a-admissible.
If we consider only minimal systems, let

infg=o-(n, €, P, &) =0y

It is clear that 0<r <o, <2N.
If the system R is «-admissible then it is B-admissible for $>«, which

implies r,<rg, 6,<og, a<f.
In the same way
reM<rye(m+1), o,(M)<o,(n+1);
ra(s)<ra(8), Ga(s)<°'a(8)’ e<d.

We shall deal with some estimations of the numbers r,, o,. Let
P(n, e, p|R) be the probability that the J3(N, p) sequence is nonrandom
with respect to R. Let

P(n, &, p)=supP(n, ¢ p|R).
R
Then P (n,e,p|R)< 2. P(n, &, p| R)<p P (n, e, p). If we put pP (n, ¢, p)<a
RER

we get r¢>—-—§———— .
P(n, ¢, p)
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Kolmogorov [1] gives an estimation

Pn, e, p)gP( sup
k>=n

%_p I?s )< 2 e—2nsz(l—s)

which implies

rﬁ}i e2ne? (l—s).

2

Let p<% and let the system R of p<{2V algorithms be minimal. Then

at least p sequences are nonrandom with respect to ‘R and

) P@, e,pi@)>(](‘)’)p~+ - +(2’)p~—k(1—p)k+
He=(o)- - (F)Jprra-mr-060.

where k is such that (N)+ S +(N)<p<(N)+ cee +(N)+( N ).Then
0 k 0 k k+1

c.<inf{p:Q(p, p)>e}=¢.
As Q(—;—, p)=92‘N, it follows c(n, s,%,a)<oc2”+1.

Using normal approximation we get from () that

Y e R

for k* =9 ~1(x)/ Np (1 - p)+ Np.

2. We shall call the random variables (§,, £,, ..., £y) the generator g
of the tables T'=(¢,, 7,, ..., ty). Let 7 be the hypothesis that € is B (N, p)
sequence and let R* be a system of algorithms. Random variable S,, is the

number of nonrandom tables with respect to R* in the set of M tables pro-
duced by &.

Definition 3. The generator G is rejected as nonrandom with respect
to (R* M, ), (0<8<1) by M tables if :

S
ﬂ?a_]_ua
M

where u, is such number that M ak (1 —a)r—*<8.

k}(a—i—u“)M ( k)
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Supposing that 6 is true and that the probability -that T is nonrandom

. S .

with respect to R% is exactly «, we get 8>P%, o (EM Zatu, ) Therefore & is
upper bound for probability of error of the first type for 6.

Proposition 2. Let r, r<a, be the probability that T is nonrandom
with respect to Rt Then

P%’r(%> o+ ua)<8.

Proof: The function x*(1—x)M-% increases for 0<x<%, 0k M.

Then we have r¥(1 —pP)M - <ok (1 —)M—* for M (x+u,)<<k<M because

<M(oc+ua)<£.
M M
Hence
S M
Pog (“Hzatuy |= rk(1 — M-k
%,V(M/“ oc) k>M(a+ua)(k) ( ) =

M

<
k>M(a+ua)( k

)oc"(l — a)M-kCS,

Definition 3. Gives the critical region W for %6 and by Proposition 3.
sup Pog (W) =Pgg o (W)<3.

r<o

It means that the probability of error of the first type does not depend
on the exact probability that T is nonrandom with respect to R*.

Proposed test for randomness of table generator is based on the simple
fact that if the generator is random then the part of the tables which are
nonrandom with respect to #* is approximately «.
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